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ADDENDUM

2nd paragraph - This discussion applies to the use of Gaussian models in complex
terrain only. The performance of Gaussian models in rolling or flat terrain was
not evaluated in this study.

Section 3.1.1 - At the present time there is no general concensus about the heigh
at which ¢, should be measured in order to correctly evaluate the Gaussian hori-
zontal dispersion parameter oy. ‘

Table 3-1 - Smith does not indicate the height at which ce was measured.

Units of: F are m4/sec? and g are m/sec2.

Units of S are sec .

Section-4.3.2 - Data taken from Smith (1972); UE values are for a height of 30m
above ground level and are used for all elevations; for heights greater than
100 meters the turbulence length scale for 100 meters is used.

Section 4.3.3 - Data for this section derived from Intercomp (1975).
First paragraph - change concentrate to concentration.

Second paragraph - Because of the limited resolution of the coastal data, model
accuracy for a one-hour averaging time was not investigated. However it is
expected to be worse than the accuracy for the three or four hour average.

Pages 101, 104, 106, 107 Calculations shown in Figures 4-13, 4-14, 4-15, 4-16, and 4-17

Page 111

Page 113

Page 171

Page 173

Page 177

Page 179

were made using the input values given on Pages 98 and 100.

Figure 4-18 is based on data reported in Eschenroeder (1972) for smog chamber
experiment 271.

Table 4-9 is based on data reported in Hecht (1974) for smog chamber experiment
348.

First paragraph - The values of the vertical diffusivities in this discussion
were taken at one cell height above the terrain, i.e., 133.33 meters.

First paragraph - The selection of a mixing height of 250 meters was based on
temperature profile data taken by MRI (Smith 1975) and is consistent with other
interpretations (Smith 1975), (Liu 1976). The selection of stability class was
based on temperature gadients (see Table 5-7) and is consistent with the use

of a local Richardson number as an indicator of atmospheric stability.

The four hydrocarbon chemical mechanism, CHEM1S5, was not used since the data
needed to assign the background hydrocarbon splits was not available. Additional
calculations utilizing the CHEM6 mechanism indicate that the inorganic chemical
mechanism dominates the portion at least to the point of maximum ground concen-
tration thus the use of CHEM15 should produce results similar to those indicated
in Figures 5-26 to 5-29.

The background values used for the phtochemical simulation were obtained from
Sklarew (1975).

Table 5-12 - The values of soler insolation were deduced from Eschenroeder (1972)
and are consistent with values used for photochemical simulations of the Los
Angeles Basin. ‘
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ABSTRACT

This report provides the results of a study of the comparative
attributes of air pollution point source submodels. Submodels were

tested against four data bases as well as against analytic solutions.

The submodels that were determined to offer the greatest potential
were assembled into two distinct models: a generalized Gaussian
model, GEM (Gaussian Evaluation Model); and a finite difference
model, IMPACT (Integrated Model for Plumes and Atmospherics in
Complex Terrain). These final models were then evaluated using
actual data taken from four field tests. GEM permits the user to
specify options for each of the major parameters. The parameters
that were evaluated include horizontal and vertical dispersion,
standard deviations, plume rise, and various treatments of terrain
and mixing layers. A useful extension of GEM was developed to
automatically calculate concentrations over an array of receptors;
this model is GEMGAR (GEM with Grided Array of Receptors). IMPACT
was developed from the best state-of-the-art modules for wind field,
diffusivity field, plume rise, pollutant transport, and chemistry.
Field data employed for validation came from the NOAA program in
Garfield, Utah; from the ARB programs at three California power
plants; and from the Southern California Edison program at Ormond
Beach in Ventura County, California. The relative precision,
realism, and generality of each model were evaluated.

"The statements and conclusions in this report are those of
the Contractor and not necessarily those of the State Air Resources
Board. The mention of commercial products, their source or their
use in connection with material reported herein is not to be con-

strued as either an actual or implied endorsement of such products."
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1.0 INTRODUCTION

Both the Air Resources Board (ARB) and Energy Resources
Conservation and Development Commission (ERCDC) have specific
needs for standard point source air quality models. These needs
stem from regulations requiring evaluation of fuels, controls,
and siting. The current sharp reduction in the availability of
natural gas will require evaluation of the air quality impact
from utilization of higher sulfur fuels. Remaining natural gas
supplies may have to be allocated on the basis of air quality
impact, especially during episodic conditions. These require
models capable of addressing the parameters of reactive pollu-
tants, coastal meteorology, and winds over complex terrain.
Presently proposed controls for NOy include tuning the air-fuel
mixtures for each boiler and load redistribution (requiring mul-
tiple source models); for higher sulfur and ash fuels, flue gas
removal systems may have to be used as intermittent or continuous
controls. Models can provide a basis for the required decisions.
Evaluation of new source siting is envisioned as one of the major
applications of the models. Urban sites may present the potential
of a major photochemical impact on a large populace, while rural

sites may degrade areas valued for their pristine condition and for
recreational use.

The ARB has a review responsibility in support of the Air
Pollution Control Districts (ACPD) in their assessment of new
source impact on air quality. In this case, ''mew source' means
both new stationary sources and changes in current emissions
from stationary sources. The APCD's are charged with analyzing
the effect of these new or modified emissions on air quality be-
fore granting a permit to operate. The ARB has a review respon-
sibility for these analyses. This assessment procedure would be
facilitated by the ARB's undertaking the following:

® Providing the APCD's with standard models with
which to perform the analyses,
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e Modeling the new source for the APCD's, or

o Using standard models in reviewing APCD analyses.

The ERCDC is charged with preparation and review of energy-
related impacts and with development and evaluation of a list of
poss®ble electrical generation sites. Specifically, the ERCDC
needs standard models to evaluate and review all proposed sites
and new facilities to ensure conformance with air quality stan-

dards and with air quality implementation and maintenance plans.

The emphasis on "standard" models is used to underscore the
need for accepted, user-ready models, each with predetermined
applicability and error bounds. The acceptance of a model 1is
based on state-of-the-art techniques, on verification against
the most definitive data bases available, and on error bounds
associated with clearly defined classes of applications. Thus,
this program was designed to select the best available state-of-
the-art models, evaluate and verify them with carefully selected

data bases, and package them for easy use.



1.1 Study Approach

At the initiation of this pProgram, it was apparent that two
distinctly different types of models were required. The common
and relatively straightforward Gaussian model (similar to the
EPA PTMPT code) with modifications for complex terrain, limited
mixing, etc., would be used for simple situations and to screen
other sources for potential impact in more complex situations.
With regard to the latter application, the Gaussian model could
be used to determine if the more complex, finite difference,
grid-type model would be required to accurately assess potential
impact on air quality. Thus, the decision was made that both
these two types of models would be the subject of this study.

Because of the differences in the complexity of the models,
two separate approaches were used to select the modules to be
incorporated in the final models.,

Rather than preselect the various modules of the Gaussian
model (i.e., plume rise, plume dispersion parameters, Gy’ O,
complex terrain, limited mixing, etec.), a wide range of optional
modules were incorporated into a new Gaussian Evaluation Model
(GEM). The modules were then compared using parametric and
analytic techniques. However, the final evaluation was made by

on-line comparison of the various options and combinations with
actual field data.

The complexity and cost of running the grid type models
necessitated evaluation of the module options singly on the basis
of conceptual analysis, historical studies, and performance com-
parisons with data and analytic solutions. Additionally, a few
module options were evaluated on-line using actual data bases in
the IMPACT (Integrated Model for Plumes and Atmospherics in
Complex Terrain) model.

T e
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1.2 Organization of This Report

Section 2 contains a discussion on the evaluation of the
proposed module options and summarizes the accuracy and validity
of the delivered models. This section also contains recommenda-
tions, based on the experience gained in this study, for improve-
ments needed in future field studies, for future investigation
into specific modules, and for the need to develop improved

methodology in model applicatioms.

Section 3 contains a description of the Gaussian Evaluation
Model, GEM, and a review and analysis of the options used in GEM.
Included in this section is a description of a variant of the GEM
model called GEMGAR which calculates a concentration array over
a grid of receptors instead of the specific receptor input re-
quired by GEM.

Section 4 contains a description of the grid model IMPACT.
Included in this section are review and analysis of the modules
(submodels) used for creating the wind field, creating the dis-
persion or diffusivity field, and for advection or transporting
the concentration fields. Also included is a discussion of the

photochemistry and sulfate chemistry models included in IMPACT.

Section 5 contains a discussion of the validation efforts.

Included in this discussion are:

The meaning and purpose of model validation
The validation methodology used
The approach used for validating GEM, IMPACT, and the
wind field module WEST

e A discussion of the field data, including deficiencies
and uncertainties

o A discussion of model validity and sensitivity to

input parameters.

Section 6 is a listing of the references employed in this

study.



Three appendices, published under separate cover, conclude
the report:

e Appendix A, User Guide to GEM
e Appendix B, User Guide to GEMGAR
® Appendix C, User Guide to IMPACT.
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2.0 RESULTS, CONCLUSIONS, AND RECOMMENDATIONS
2.1 Results

The two air quality simulation models developed for this
study provide a basis for the evaluation of the various alterna-
tive submodels currently used in other models. Since there are
two separate types of deterministic air quality models, both a
Gaussian model (GEM) and a finite difference grid model (IMPACT)
were required. Numerous submodels for simulating pollutant
transport, dispersion, plume rise, and atmospheric chemistry
were considered and evaluated. The evaluation of the submodels
included theoretical analysis, comparison with field data (e.g.,
plume rise), and the application of the GEM and IMPACT models to

predict surface concentrations for comparison with observations.

Currently available data bases from point source release
field programs were reviewed and analyzed to determine the avail-
ability of model input parameters, and the resolution and accuracy
of measured surface concentrations. Of numerous point source
field programs reviewed for consideration as a model validation
data base, only three separate programs were found to be condi-
tionally acceptable. The four actual field tests selected from
these three programs provided the best available data bases with
which to evaluate the accuracy of point source air quality simu-
lation models.

The philosophy and practice of model validation were in-
vestigated to provide a basis for an analysis of the accuracy
of the models. The results of this investigation showed that a
rigorous statistical evaluation of model precision is currently
not possible because of the inadequacy of the current field data
bases. A discussion of model validity in terms of model preci-
sion, realism, and generality showed that general comments on
model validity could be based on the current field data and
analyses of various submodels. The rationale and requirements
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for improvements in the Gaussian and grid models and in future
field programs are placed in a conceptual framework to facili-

tate the prioritization of future research in the area of air

quality modeling.



2.2 Conclusions

In spite of the discouraging state of field data vis-a-vis
model validation, it is clear that we are on the threshold of
an increased use of and reliance on modeling as a tool for air
quality management. This study has demonstrated that, as expect-
ed, the grid type model is superior to the Gaussian model in
terms of precision, realism, and generality. However, due to
the increased cost of the grid model compared to the Gaussian
model, both are needed for balanced, cost-effective, air quality
modeling.

Evaluation of the options available in the Gaussian model
indicated that the new formulations for pollutant dispersion
standard deviations (cy, 0,) developed by EPA and Pasquill are
superior to the commonly used Turrer Workbook values. However,
due to the limited field data available, it was not possible to
select the better of the two newer formulations. After reviewing
the limited plume rise data available in the selected field
studies, it appears that the newer Briggs plume rise models are
superior to other models. The reader is referred to a report by
G. A. Briggs (Briggs, 1975) for a thorough discussion of plume
rise models. Based on the field data taken at Garfield, Utah,
under unstable atmospheric conditions, the ERT complex terrain
plume trajectory model is superior to the NOAA, EPA, and Cramer
models. Since the field data was taken under unstable atmospheric
conditions only, no evaluation of plume trajectory models under
stable atmospheric conditions was possible. Coastal regions ap-
peared more difficult for Gaussian models to handle than the com-
plex terrain situations (at least for the test cases considered
in this study). Among the factors contributing to this situation
are that large sources tested in coastal regions impact large
surface areas. Therefore, the Gaussian assumption of constant
winds and atmospheric stability may not be valid; unsteady, shift-
ing winds in the coastal region result in curved plume trajector-

ies which cannot be correctly treated by these straight-line




steady state Gaussian models. Under unstable atmospheric condi-
tions, and the complex terrains considered in this study, the
plumes appear to have a more-or-less straight trajectory, while

meandering in the vertical.

It should be noted that the Gaussian model is not actually
applicable to complex terrain situations where high wind shear
and strong inversions can result in plume channeling and other
effects that produce non-Gaussian concentration profiles. The
use of prescriptions for plume trajectory and mixing heights is
an ad hoc patch to extend the model into conditions where it is
not applicable. Thus, the reader is cautioned that the use of
these models in complex terrain is useful, at best, for approxi-
mate estimates and may result in large errors under certain ap-
plications. After careful review of the Gaussian evaluation
tests, one reaches the conclusion that almost any desired result
can be obtained, given the range of options for the dispersion
parameters, plume trajectory in complex terrain, etc., and the
range of experimental uncertainty in the observed wind speed,
wind direction, and atmospheric stability. Thus, for each test
there were certain sets of options (known only with hindsight)
for which the Gaussian model performed adequately in rough terrain

and with less precision in the rotating winds of coastal regions.

The evaluation and analysis of options available for inclu-
sion in the finite difference grid model resulted in the selection
of the WEST wind field module primarily due to its versatility in
treating spatial variability in atmospheric stability, and allow-
ing the predicted velocity at a measurement site to agree with
the observed value. The advection/diffusion module selected was
a flux-corrected version of Crowely's second-order scheme chosen
for its ability to accurately treat localized sources in a shear-
ing, rotating flow field. As no direct data is available from
which an evaluation of the various diffusivity modules can be
made, the selection of the best diffusivity module is problematic

at this time.
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The finite difference grid model IMPACT is more determin-
istic than the Gaussian model with options only for diffusivity
and plume rise modules (all other modules were preselected as
noted above). The performance of IMPACT was a "factor of two"
or better in calculating both the wind field and maximum ground
level pollutant concentrations.

The ability of IMPACT to simulate a photochemically re-
acting plume in a coastal plain is summarized in Figure 2-1.

Table 2-1 provides a summary of model precision in terms
of the ability of the model to predict the maximum observed sur-
face concentrations. Table 2-2 illustrates model generality in
terms of the applicability of the model for various time periods,
regions, and pollutants.
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Figure 2-1. Summary of IMPACT Photochemical Simulation Test.
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- Table 2-1. Summary of Model Precision.

AVERAGING
PERIOD
1-HOUR 3-HR. 24-HR. ANNUAL
REGION
FLAT OR ROLLING NOT TESTED IN THIS PROGRAM; SHOULD BE REQUIRES
MORE ACCURATE THAN THE OTHER REGIONS 1“!'%%";'8{"\-
H
OWEVER USING STAR-
GEM_ TYPE DATA OR
FACTOR OF NOTTESTED  |THE USE OF
2703 IN THIS METEOROLO-
N
COMPLEX TERRAIN 'NO%T'ESTED PROGRAM ANALySECIME
FACTOR PROGRAM ANALYSIS
OF ~2
IMPACT
NOT EX- GEM
AMINED IN FACTOR
THIS PRO-
COASTAL GRAM, BUT oF3TO4
LIKELY TO FACTOR
BE WORSE OF2
THAN 3-HR 4-HR AVG
AVERAGE IMPACT
Table 2-2. Summary of Model Generality.
MODEL TYPE
EVALUATION GEM IMPACT
CRITERIA
1-HOUR YES YES
TIME 3-HOUR YES YES
PERIOD 24.HR. YES YES
ANNUAL REQUIRES MODIFICA- CEE&&?\I;H&DE.
TION FOR STAR DATA METEOROLOGICAL
REGIME METHOD-
oLOGY
FLAT
OR ROLLING YES YES
REGION COMPLEX YES
FOR INITIAL EVAL-
UATION ONLY
COASTAL YES
INERT POL-
LUTANT YES YES
POLLUTANT [ g\ raTeS ONLY WITH EXPONEN- |SIMPLIFIED SO,
TYPE TIAL DECAY CONVERSION MODEL
PHOTO- NO YES
CHEMiCAL
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2.3 Recommendations

An important result of the analysis and evaluation of the
various submodels used in the Gaussian and grid models is a list
of recommendations to increase the validity (precision, realism,
and generality) of a number of the submodels. The following list
of research topics includes the programs that are considered most
relevant to increased model validity; however, since the priori-
tization of this type of research requires the interaction of the
user and the modeler, there is no significance to the order of

these recommendations.

e Improvements in the plume rise submodel should include
an extension of the Briggs model encompassing arbitrary
_atmospheric stability structure and partial penetration
of the plume into an elevated inversion (Briggs, 1975},
and/or the use of numerical hydrodynamic models to de-
scribe the interaction of a buoyant plume with the

ambient atmosphere.

e Improvements in the pollutant tramsport submodel can be
separated into suggestions for improving the treatment
of pollutant transport in the Gaussian and grid models.
For the Gaussian models, the inclusion of a treatment
for curved wind field would enhance the usefulness of
the code for longer range impact, particularly in coastal
regions. For the grid models, removing the spatial
splitting, implicitization and possible utilization of
Lagrangian techniques would be natural extensions. Fur-
ther investigation of other methods for the numerical
solution of the pollutant transport equation could result
in increased accuracy, and in reductions in computer
storage and/or run-time requirements. The incorporation
of variable grid resolution would achieve an improvement

in model accuracy with minimum additional effort.

14



e To enhance the validity of the WEST (Winds Extrapolated
from Stability and Terrain) submodel, there is a need
for the refinement of the terrain channeling parameters
through the use of numerical or physical experiments and
the inclusion of thermal forcing effects to simulate
upslope heating and downslope drainage winds.

e Improvements in the treatment of pollutant dispersion
for the Gaussian submodel await the availability of
additional field data. However, treatment of eddy dif-
fusivity as a full tensor quantity (Freeman, 1976) could
be a significant improvement over current grid model dis-
persion submodels.

® The development of a capability to provide estimates of
emission impact on an annual basis would provide a major
increase in model generality. Approaches to this re-
quirement could include adaptation of the Gaussian model
to use available summary climatological data (e.g., STAR)
as in the U.S. Envirommental Protection Agency's
Climatological Dispersion Model, CDM, (Busse, 1973), or the
development of a rigorous formalism to develop and use
meterological regimes (Fabrick,‘l975; Phillips, 1977) in
both the Gaussian and grid models,

A significant conclusion of this study is the need for the
careful planning of future air quality field programs in order
to provide the accurate input parameters and surface concentra-
tions needed for an objective determination of model validity.
In addition, future programs need to be planned so that a variety
of source types (power plants, industry, etc.), regions (coastal,
mountainous, level, rolling, etc.), and meteorologies (unstable,
fumigation, stable, surface inversion, neutral, etc.) are encom-
passed to quantify the applicability of air quality modeling to
each situation.

15




The following procedures are intended to be supplemental to

the procedures used in current field programs:

if
base to

data is
@

Multiple plume traverses per hour should be performed
to collect averages of the detailed, instantaneous
tracer and/or pollutant concentrations for comparison
with fixed hour-averaged data. This procedure would
allow a direct evaluation of the Gaussian horizontal
dispersion standard deviation Oy and would provide

increased detail of pollutant surface concentrations.

The hourly average standard deviation of the wind vane
fluctuations should be compiled since they are needed

as an input parameter for oy in the Gaussian models.
D p y

There should be increased use of aircraft to develop
hourly vertical profiles of temperature and tracer
and/or pollutant concentrations. This data is needed
to determine the vertical structure of atmospheric
stability and to determine plume rise and plume

trajectory.

an objective of the field program is to provide a data
evaluate a photochemical air quality model, the following

required in addition to currently measured data:
Hourly measurement of ultraviolet flux.

Detailed hydrocarbon measurements, including analysis
of selected samples for the evaluation of hydrocarbon

breakdown into reactivity classes.

Accurate determination of background concentrations
and relative humidity including vertical, horizontal,

and temporal variations.

Emissions of local sources of hydrocarbons, oxides of

nitrogen, carbon monoxide, and sulfur dioxide.

16



A major deficiency in almost every part of the field pro-
grams evaluated was the lack of specific error estimate of each
of the measured parameters. Since the evaluation of model ac-
curacy requires a knowledge of the accuracy of the input param-
eters, this deficiency has proved to be a major impediment to
air quality model evaluation. It is therefore recommended that
an estimate of the accuracy of each measured parameter be re-
quired in future field programs.

Finally, the inclusion of a person or group specifically
involved in air quality modeling in the planning of future field
programs is strongly recommended to help ensure the relevance of
new model validation data bases.
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3.0 THE GAUSSIAN EVALUATION MODEL

The Gaussian Evaluation Model was written to provide a mech-

anism to explore, evaluate, and use the various options that have
been proposed as improvements to the basic Gaussian model. The

standard Gaussian expression for relating point source emissions

to air pollutant concentrations can be written as

C

where

This equation can be rearranged and grouped into the following terms:

" where

X e O 0

Q%207 {e-(H-z>2/2022 +e—(I-I-I-z)2/2022}{e—>\x/u} (3.1)

2m0y 67U

the pollutant concentration at point x,v,z

the emission rate

the average wind speed

the downwind distance from source to the closest
approach to the receptor

the crosswind distance from plume centerline to
receptor

the height of the receptor above ground level

the height of the plume above ground level

the horizontal dispersion standard deviation at the
downwind distance x

the vertical dispersion standard deviation at the
downwind distance x

the decay constant of the pollutant (if the pollutant
half-1life is Tys then X = .6931/T%)

C {source term} {horizontal dilution term} (3.2)
{vertical dilution term} {chemistry term}
{source term} = 2
2mu
2
{horizontal dilution term} El e‘Yz/zoy
y
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_L_[e-(H-z)Z/ZGZZ + e-(H+z)2/2022]

(vertical dilution term} = 3
z

{chemistry term} - Mx/u

Equation 3.2 can be generalized to represent the concentration at
the kth receptor due to a number of point sources averaged over a

number of meteorological periods (usually multiple hours).

n m
1
Cp = ‘ﬁf: Y. {source term} {horizontal dilution term} (3.3)
i=1 j=1 {vertical dilution term} {chemistry term}

= 1, n represents the meteorological periods

[N
|

j =1, m represents the various sources

This expression is the basis for the EPA multiple point source
Gaussian model PTMPT and is the basis for the model developed for
this project, i.e., GEM.

The major options of the GEM model are summarized below:

Plume Rise: Briggs 1967, Briggs 1974, TVA, specified
Mixing Height: horizontal, terrain conformal
Plume Centerline Trajectory: EPA, NOAA, ERT, Cramer

Plume Dispersion Standard Deviations: Turner, EPA 1976,
Pasquill, specified
Limited Vertical Mixing: Turner, reflection

Chemistry: exponential decay

For further details on the structure of the GEM model, see
Appendix A of this report, entitled "User Guide to the Gaussian
Fvaluation Model, GEM."
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3.1 Review and Analysis of the Options Used in Gaussian Plume
Models '

Because of its simplicity, the Gaussian plume model has
become a standard method for predicting pollutant concentrations
resulting from point source emissions. A number of modifications
have been suggested to add realism to the basic model, including
new horizontal and vertical dispersion parameters (oy, 0y), new
plume rise prescriptions, new treatments for plume trajectories
in complex terrain (needed to determine the height of the plume),
and new treatments for limited mixing (modifications of the ver-
tical dilution term).

Fundamental to the use of the Gaussian model is the pre-
scription of the dispersion parameters gy, oz. A methodology,
which will be referred to as the EPA Workbook prescription, was
proposed (Turner, 1970) to standardize the use of these parameters.
This prescription has been in wide use for the last decade. How-
ever, examinations of the current state-of-the-art (Pasquill, 1974
and 1976) have indicated that new formulations may be preferable
to the standard prescription.

3.1.1 Horizontal Dispersion Standard Deviation, Oy

Recent review of the lateral spreading of plumes in the at-
mosphere (e.g., Pasquill, 1974 and 1976) have indicated that
irrespective of sampling time (within the range of a few minutes
to an hour) and irrespective of surface roughness and stability,
the lateral spread, Oy, 1is roughly equal to the standard devia-
tion of the wind direction, Og» times the downwind distance, X,
times a "universal" correction factor, F(x); i.e.,

Oy = ogg-x-F(x)
The cy's proposed by EPA in 1976 (prepared by Pasquill) and
the oy's suggested by Pasquill in 1974 both use this formulation.

The major difference between the two prescriptions is in the values
of the correction factor, F(x), (see Figure 3-1), and the fact that
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1 10 100
DOWNWIND DISTANCE, X (KM)

Figure 3-1. Correction Factors for Estimating Lateral Spread of

a Plume, (Data Fit as axb by Authors).
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after 20 km the EPA prescription recommends incorporating another
term to include the total change in the mean w1nd dlrection over the
vertical depth of the plume, A6 (i.e., ¢ (o F(X) X + 0. 3Ae ) )

EPA Workbook values for Oy as a function of stability were
developed from both wind statistics and tracer studies for flat,
smooth (surface roughness parameter, z,, between 3 and 30 cm)
terrain. To compare the Workbook values with the newer methods,
values of 0g as a function of stability (and =z ) are needed. This
problem will probably be faced by users when only stability data
is available; however, as shown in Table 3- 1, a rough range of O
- as a function of stability was developed (Smith, 1972) and can be
used if measured values of 0y are not available.

Table 3-1. Standard Deviation of Wind Direction Fluctuations
0g as a Function of Stability Class, (Smith, 1972).

9
STABILITY DEGREES AVERAGE RADIANS
A >23° 0.40
B 18-23 : 0.36
c 13-18 0.27
D 8-13 0.18
E 4-8 0.10
F <4 0.065
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The average value of og for each stability class was used
to calculate the values of OY for the two new methodologies. A
comparison of the various formulations of UY are shown in

Figure 3-2 for stability classes A, D and F.

The slope of the curve for o for the proposed methods is
determined by the shape of the correction factor function F(x),
while the intercept is determined by the value selected for oy
as a function of stability. It is interesting to note that the

slope of the ¢, curves of the proposed new methods are less than

y
the Workbook estimates. Thus, both of the proposed formulations
suggest that the actual rate of increase in the plume width with
increased downwind distance is less than that suggested by the

standard Workbook Uy curves.

Closer examination of the wvarious Oy curves for all stabili-
ties indicates that the use of any method, given the approximate
value 04 as a function of stability (Table 3-1), will result in
displacement by mnot more than one stability class from the EPA
Workbook values after a downwind distance of a few hundred meters.
The new EPA proposed o_ and the Workbook values are very close,
with less than one-half a stability class displacement. Since the
designation of atmospheric stability is approximate, the difference
in Oy using the new EPA Oy's or the Workbook wvalues is small (when

using the average o4 values).

It should be noted, however, that even though the differences
in the values of o_ may be small, the resultant differences in the
values of the horizontal dilution factor (éL e-y2/20y2) may be
large (particularly when y2>0y2).

The increased accuracy in using additional site-specific
meteorological data (in addition to wind speed, wind direction,
and perhaps mixing height and stability class or lapse rate) makes
the two new proposed formulations for o attractive. However,
except for a very few limited cases (the St. Louis RAPS program
for example), the value of Og igs not measured, reduced, ox re-

ported in current field measurement programs.
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Figure 3-2. Comparison of Alternate Formulation for the
Horizontal Dispersion Standard Deviation.
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An attempt was made to compare the values of Iy derived
using data taken in selected field programs in complex terrain
or on the coast (i.e., NOAA-Garfield tests, and the ARB point source
tracer program at Moss Landing and Long Beach) with the various Oy
formulations (using average stability-dependent values for Oe).
As depicted in Figure 3-3, the results are inconclusive. The
large scatter of points and the uncertainty in their values (see
section 5.4) indicate that the hourly average data taken at a few
iocations (5 to 15 sites) may not be sufficient to characterize

the plume horizontal dispersion.

The collection of g data during future field studies would
allow the verification or updating of Table 3-1 and might indi-
cate the characterization of 0y as a function of land use (e.g.,
rural or urban), surface roughness or terrain variation as well as
stability class. Additionally, accurate determination of ¢

(with multiple pass traverses as used by Drivas, 1975) would help

in the selection of the correct value of the 'correction function,"”
i.e.,

_ -1 _-1
F(x) = 0y Oy X

3.1.2 Vertical Dispersion Standard Deviation, o,

The EPA Workbook curves for ¢, were developed using a limited
amount of tracer dispersion data together with theoretical treat-
ments assuming the properties of the wind profile over smooth sur-
faces (z5 = 3 ecm). The curves were developed for surface point
sources only, but were offered as usable for any source height in
the mixed layer. Numerical solutions of the diffusion equation
by F. B. Smith (Pasquill, 1974), incorporating the effects of
surface roughness and atmospheric stability, offer another ap-

proach to developing curves for o,. The value of o, can be cal-
culated as

g = Gzo(X)'f(X)'g(X) (3.4)
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where

oyo = the vertical dispersion standard deviation for
neutral stability and a surface roughness of 10 cm

f(x)

g (x)

the correction factor for other stabilities

it

the correction factor for other surface roughness

heights.

The values of g4, f(x), and g(x) are shown in Figure 3-4.

A review of recent theoretical and experimental work by EPA
(Pasquill, 1976) has indicated that modifications to the Workbook
values for ¢, may be desirable. The modification proposed for
the Workbook values can be described as

E
05 = (0,02 7 + 0.1 am2) (3.5)
where
OZO — the Workbook vertical dispersion standard deviation
g'(x) = the correction factor for surface roughness devel-

oped by F. B. Smith, g(x), normalized by the value
of the correction factor for a surface roughness
of 3 em

AR = the buoyant plume rise.

For urban areas, it is suggested that the value of g, (%) be half
of one stability class more unstable (to account for the increased
instability due to the urban heat island). Although the type of
averaging was not specified by EPA, it seems that in light of the
logarithmic nature of the o, curves, the geometric mean is the

appropriate average, e.g.,

5, (D stability, urben) = 4o, (D stability, rural)-o, (C stability, rural)

A comparison of the various prescriptions for o, over a smooth
surface (zO = 3 cm) for unstable (A) and stable (F) conditions,
jllustrates the differences between the three approaches (Figure

3-5). Notice that the slope of the o, curve suggested by Smith
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(Pasquill, 1974) is much less steep than the EPA Workbook values.
The collection of accurate field data at long range for extremely
unstable and stable conditions would help in selecting between
the two approaches.

An additional increase to the vertical dispersion, suggested
as a modification to the Workbook curves (Pasquill, 1976), is
the dispersion caused by buoyant plume rise, Equation 3.5. As
illustrated in Figure 3-5, this term is important only for small
0,, 1.e., for stable conditions and for distances less than a few
kilometers. TField data from large sources under stable conditions
would allow the verification of this theory.

The variation in the values for o, for rural and downtown
urban conditions is illustrated in Figure 3-5 for neutrally stable
atmospheric conditions (stability class D). There is only a small
difference between the curves proposed by Smith and the modified
EPA curve under neutral conditions (when the buoyant plume rise AH
is small).

Figure 3-6 provides comparison of the values of o, derived .
using data obtained during the ARB point source tracer program
at Long Beach, incorporating the various o, formulations (as-
suming urban conditions and no plume rise). After reviewing this
figure it is evident that the data collected during these field
programs are not accurate enough nor sufficiently detailed to
allow an evaluation of the proposed o, formulation.

Aside from the prescription of the dispersion parameters,
perhaps the most critical and uncertain issue is the prescription
for the height of the plume centerline above the surface (i.e.,
the variable H in the vertical dilution term). This issue can
be separated into two separate facets. The first is the calcu-
lation of the "effective stack height" or the rise of the hot
buoyant plume above the physical height of the stack; the second
is the trajectory of the plume centerline in mountainous or ’
"complex'" terrain.
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3.1.3 Plume Rise AH

The rise of the buoyant plume has been the subject of in-
tensive investigation (Briggs, 1969 and 1975; Montgomery, 1974;
Carpenter, 1971; Moore, 1974; Moses, 1961). Other approaches
used to predict the effective stack height include hybrid analytic,
finite difference methods (Winiarski, 1976), and two and three-
dimensional solutions of the Navier-Stokes equations (Sklarew,
1970; Liu, 1976). Since this study was limited to the investi-
gation and incorporation of existing methodologies, the latter
approaches (which are advanced "state-of-the-art") were not in-
cluded in our review.

Among the many plume rise formulas currently in use, the
ones proposed by Briggs and by the Tennessee Valley Authority
(TVA) are the most widely used. The formulas developed by Briggs
were derived primarily through theoretical considerations (Briggs,
1975); while the formulas developed by TVA were derived primarily
through the use of field data from large, coal-fired power plants
(Montgomery, 1974). Our evaluation was restricted to these two
approaches.

The formulation originally used by Briggs separated the
plume rise phenomenology into two cases corresponding to neutral

and unstable atmospheric conditions and to stable conditions which
are considered separately.

For the former case, neutral and unstable conditions, Briggs
derived the following formula

F1/3 2/3
Ah = 1.6 X (3.6)
where
= gV' (To-T5)/T5, the buoyancy
g = gravitational acceleration (mz/sec)
V' = the exhaust volume flux divided by m (V' also equals

Wr2 where w is the exit velocity and r is the inside
stack radius) (m3/sec)
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T, = the stack gas temperature (°K)

T, = the ambient air temperature (°r)

4 = the wind speed at the top of the stack (m/sec)
x = the downwind distance (m)

Based on early experimental evidence, Briggs concluded that the
final plume rise occurred at a downwind distance of ten stack
heights

1/3
final oh = 1.6 L (10 h)?/? (3.7

However, his later works, based on additional data, conclude that
the final plume rise occurs at a downwind distance that is a

function of buoyancy

1/3
final ah = 1.6 o= (3.5 x0?/3 (3.8)
where
x* = 14 F/8 for ¥<55
o = 34 F2/2  for F>55

Under stable conditions, Briggs derived an expression for

the final plume rise as

final sh = (2.6 to 2.9) (&> (3.9)
where
S = the stability parameter; S = g 2%a

3] oz

. a
a = the potential temperature (OK)

The factor of 2.9 was derived as a best fit to initial experi-
mental data; later data and additional theoretical considerations

have lead Briggs to recommend the lower value of 2.6.

The plume rise formulations developed by TVA are based on an
empirical fit to data taken under adverse meteorological conditions

at their large, coal-fired power plants.

For neutral conditions, -0.017 <3T4/9z <-0.0084 °c/m:

1/3
oh = 2.50 = x0-7% for x <3000 m (3.10)

34



where

0Ta

is the ambient air temperature gradient (°K/m)
z

For moderately stable conditions, -0.0084 <3T,/3z <-0.0030:

1/3
b= 3.75 £ 50449 gor & <2800 m (3.11)

For stable conditions, -0.003 <3Ta/dz <+0.0087:

1/3
Ah = 13.8 F11 x9-26  £or % <1960 m (3.12)

TVA has not reported similar expressions for unstable atmospheric
conditions. For the final plume rise (at downwind distances
greater than 1824 meters), TVA recommends the use of g composite
formula

1/3
u

final ah = 173 £ exp (<64 564/52) for x >1824 m (3.13)

for neutral and stable atmospheric conditions.

A comparison of the latter Briggs formulation of plume rise
and the TVA plume rise equations are shown in Figure 3-7 as a
function of downwind distance. For both formulations the plume
rise is proportional to the plume buoyancy to the one-third power
(F1/3) and inversely proportional to the wind speed (u'l). In the
Briggs formulation, the final plume rise is dependent on the
initial buoyancy, but this is not the case with the TVA method.
Thus, it appears that the Briggs formulation is more general since
it treats all ranges of stack buoyancies, whereas the TVA formula-
tion is only valid for large power plants.

The final plume rise predicted by the Briggs and TVA formu-
lations are plotted as a function of potential temperature grad-
ient in Figure 3-8. Notice that there is a disparity between the
neutral-unstable Briggs plume rise formulation and his formulation
for stable conditions. A calculation of plume rise for slightly
stable conditions (Pasquill class D-E) could show large differences
depending on the formulation used.
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Figure 3-7. Plume Rise as a Function of Downwind Distance.
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Although both the Briggs and TVA formulations have been
subjected to extensive verification, it was felt that it would
be instructive to compare the plume rise actually measured in
field tests selected for this study with the plume rise equations
(Figure 3-9). Data of plume rise under unstable atmospheric con-
ditions were obtained from the Garfield field tests in complex
terrain. The range in the observed values is due to the diffi-
culty in separating out the effects of plume rise and the effect
of orographic lifting in the projected plume trajectory. The
remainder of the data was obtained from the ARB point source
tracer program of coastal sites at Moss Landing and Long Beach.
The overprediction of all models in the latter tests is believed
to be due to the influence of the inversion aloft (typical phe-
nomenon of West Coast meteorology) that restricts the buoyant
rise of the plume. Of the formulations considered in this study,
none incorporate this effect. From the limited data presented in
Figure 3-9, a tentative recommendation could be made to use the
Briggs 1974 neutral-unstable formulation for unstable atmospheric
conditions and the Briggs 1974 stable formulation for neutral and
stable conditions. For a more comprehensive discussion of plume

model wvalidation, the reader is referred to Briggs (1975).
3.1.4 Complex Terrain

The Gaussian model was developed originally to predict pol-
lutant concentrations over level or rolling terrain. The only
factors incorporated to determine the height of the plume center-
1ine above the surface were the physical height of the stack and
the buoyant rise of the plume. 1In recent years, interest in the
impact of pollutant emissions on the air quality in mountainous
(complex) terrain has led to the extension of the model to account
for the effects of complex terrain. The principal difficulty in
applying the model to complex terrain is the determination of the
trajectory of the plume and the value of the mixing height. A
number of approximations have been developed in an attempt to Té€-
tain the use of the relatively simple Gaussian model in complex

terrain. The major approximations are reviewed below.
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Perhaps the two most straightforward assumptions concerning
plume trajectory are that either the plume trajectory 1is conformal
with terrain (an assumption used in the EPA CAM3D model and the
NOAA model for neutral or unstable conditions) or that the plume
trajectory is horizontal regardless of terrain features (an as-
sumption used in the EPA C4M3D model for stable atmospheric con-
ditions (Egan, 1975) and in the Cramer model (Cramer, 1971) for all
atmospheric conditions). The assumption of a horizontal plume tra-
jectory can lead to the plume centerline impacting on the surface 1if
+he terrain is sufficiently high (see Figure 3-10); such plume im-
pacts can result in unrealistically large predictions for pollu-
tant concentrations. In an attempt to reduce the effects of this
plume impact, the NOAA complex terrain model restricts the plume
centerline height to a minimum of 10 meters, while assuming a hori-
zontal trajectory under stable atmospheric conditions. Another
formulation remotely based on theoretical considerations of po-
tential flow over ridges is the ERT model (Egan, 1975) which
assumes an intermediate trajectory halfway between the terrain
conformal and horizontal trajectories. Figure 3-10 summarizes
the various options discussed above. It 1s clear that under spe-
cific conditions any one of the above descriptions cf plume tra-
jectory may be correct; however, the authors have not seen convinc-
ing evidence for the use of any particular plume trajectory model.
Figure 3-11 compares the field data taken at Garfield during two
tests with the various plume trajectories discussed here. After
reviewing these results and other test data at the Garfield site
(all taken under unstable atmospheric conditions), it is felt that
the ERT model for plume trajectory comes closest toO predicting the

actual trajectory.

Another consideration, directly accounted for only in the
Cramer model, is a prescription for effective mixing heights in
complex terrain. The Cramer prescription assumes that the mixing
height is conformal with terrain except that it is never less
than the observed (measured value). Additionally, receptors lo-

cated on terrain above the observed mixing height are assumed to
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be above the mixing height and thus not impacted by the plume. Other
possible prescriptions include a horizontal mixing height or a mix-
ing height completely conformal with terrain. The horizontal pre-
scription is perhaps the most realistic under stable meteorological
conditions, but the use of this prescription will result in very
high concentrations for receptors on terrain near the top of the
mixing layers. A diagram of these various prescriptions is given
in Figure 3-12. It should be noted that the Gaussian model is

not actually applicable to complex terrain situations where high
wind shear and strong inversions can result in plume channeling

and other effects that produce non-Gaussian concentration pro-
files. The use of prescriptions for plume trajectory and mixing
heights are at best an ad hoc patch to extend the model into
conditions where it may not be applicable. Thus, the reader is
cautioned that the use of these models in complex terrain is at
best useful for approximate estimates and may result in large

errors with certain applications.
3.1.5 Limited Mixing

A frequent situation encountered in plume modeling is the
case of a plume trapped below an inversion. In this situation,
the vertical spread of the plume is limited between the surface
and the height of the mixing layer.

The EPA Workbook (Turner, 1970) suggests that for o, less
than 0.47 times the mixing height, the normal Gaussian formulation
is correct; while for 0, greater than 0.8 times the mixing height,
assume that the plume is uniformly mixed in the vertical. Mathe-
matically, in terms of the vertical dilution factor (Equation 3.1),

this can be expressed as

1 [ %20,2 | 22720,

{vertical dilution term} = o

for o, <0.47XH (3.14)

o~

o
oo
=

for 0, >0.8X
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For intermediate values of o, (0.8H>0, >0.47H , where X = height

of the mixing layer) , interpolation between the two solutions is used.

A mathematically more precise solution for the limited mix-
1ng situation can be derived using the method of multiple images
to satisfy the boundary conditions at the surface and the top of
the mixing layer. 1In principle, an infinite number of image
sources are required; however, the importance of each succeeding
image source quickly diminishes and the total number of images
can be limited (e.g., Cramer, 1971). The vertical dilution
term can be represented as

{vertical dilution term} = 33-[55 e-(Hi—z)z/zcz2

z [i=1
(3.15)

2,, 2
+>“5 o~ (Hi+z)“/ 20, ]

where
Hi = H, 2H-H, 2H+H, 4H-H, 4144,

As the latter terms become larger, the plume becomes uniformly
distributed throughout the mixed layer and the vertical dilution
term reduces to

. ) ) _ V2m or = 2
{vertical dilution term} = q 0.8H

Figure 3-13 presents comparison of the two methods, assuming a
ground level receptor (z = 0) and a number of effective stack heights
which are parameterized as B = H/H (i.e., for B = 1, the plume
height is at the top of the mixed layer; for 8 = 0, the plume is

at ground level). Except for plumes with effective stack height
near the top of the mixed layer (i.e., B >0.8), both methods re-

sult in approximately equivalent values for the vertical dilution
factor; while the differences at large B's are usually less than 10%.
Thus, it appears that the two methods are essentially equivalent

and the selection of a particular approach is a matter of computa-
tional efficiency and convenience.
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3.2 Modification of the Gaussian Evaluation Model for Grided

ReceEtors

The Gaussian evaluation model, GEM, was written as an
extension to the EPA PTMPT model, incorporating options that have
been proposed as improvements or additions to the basic Gaussian
model. 1In the course of this program it became apparént that a
modified version of GEM that would automatically calculate a
concentration distribution over an entire region of grided re-
ceptors (i.e., similar output to the grid type models) would be
useful for model validation and general impact analysis. Thus,
the GEM model modified for a grided array of receptors, GEMGAR, was
written. Instead of the individual receptor data required by the
GEM model, terrain height data must be entered. The values of
the grid spacing (DX, DY) and grid size (NX, NY) can also be se-
lected through simple input to the code.

The program output is in the form of a concentration array
(in ug/m3) that is printed from top to bottom in a format that is
distortionless on a conventional computer printer so that con-
tour plots, overlays, etc. can be made directly from the printed
output. Figure 3-14 is a diagram of the GEMGAR grid. A com-
plete description of the GEMGAR model is given in Appendix B,
entitled "User's Guide to GEMGAR."
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4.0 THE GRID MODEL IMPACT (INTEGRATED MODEL FOR PLUMES AND
ATMOSPHERICS IN COMPLEX TERRAIN)

The IMPACT model is designed to serve as a standard advanced
point source air quality model for the California Air Resources
Board and for the California Energy Resources Conservation and
Development Commission. As such, major emphasis was placed on
developing a well-structured code with user-oriented input and
outpﬁt. The code was developed in a modular fashion in order that
continued improvements in the individual modules can be incorpo-
rated without major revision of the entire code.
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L. 1 General Description of IMPACT

The structure of IMPACT differs from the Gaussian evalu-
ation model since the code is designed to solve the conservation

of mass equation

3Ci _ _ 9uly _ avCi  swCi + _E_(Kx a_C_-l+ ﬁ(Ky 3Ci)+ _B_(Kz BCi)
ot ax 9y 5z 9x X Yy oy 0z 0z
\_/_N
advection diffusion
+ 5S4 + aijCj + BijkCiCj
source term chemistry
where

Ci = the ith pollution species
u,v,w = the three-dimensional wind flow field wvectors
Ky» Ky, K, = the three-dimensional eddy diffusivity tensor
Si . = the source term for the ith pollution species
o, B = the chemical rate constants for first and

second-order chemical reactions.

This formulation allows the code to automatically treat single or
multiple point or area sources, the effects of arbitrary vertical
temperature stratifications (e.g., multiple inversions), shear
flows caused by atmospheric boundary layers or by terrain effects,
terrain channeling, and chemical transformations (such as those
creating photochemical smog). Thus, it provides a more realistic
representation of the actual real-world situation than the
Gaussian models which are steady state, assume uniform wind and
diffusion fields,and can incorporate only simple chemical reactioms.
The advantages of the grid model come, however, at the expense of
larger computer storage and run-time requirements, and increased
complexity in coding. Therefore, a major effort must be directed
at efficiency in computer storage and speed, as well as overall

accuracy.
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The basic structure
4-1, The shaded modules
code, with the remainder

and processing input and

of the model is illustrated in Figure
represent the major components of the
of the program directing program flow
output data. The five major modules

and available options are as follows:

® Wind field module (WEST) —— creates u, v, w field

e Diffusivity field module (DIFFUS) —— creates Kx,

Ky,

Kz field (options include: M/R, DEPICT)
® Source term module (PLUMER) —— locates pollutant emis-
sions from point sources (options include: Briggs, 1967;

Briggs, 1974; TVA; specified)

® Pollutant advection and diffusion module (ADH) —,

solves the advection and diffusion portion of

‘Equation 4.0

¢ Chemistry modules (CHEM) —— solve the chemistry portion

of Equation 4.0.

(options include: inert, S09 conversion,

GRC photochemistry, EPA photochemistry).

The remainder of this chapter will discuss the options investi-
gated and tested for each of the modules and the rationale for

selecting the particular method(s) in the initial version of IMPACT.

51




378V TIVAY ATLNZHHEND LON

SNO1LJO LY JIONI S3SIHLNIHY ‘3LON
sino
id
S31NAON
AHLSIWIHO 1o
Id
—

SNOILYYLINIONOD
FOVHIAAY HNOH TLvadN

whz<._.3._.._0m.rm0mmz<m._.
= $NOISSING 30HNOS LNdN]

Sd31S AWLL YIAQ JOOT

» <t

ANNOYDNOVYE 31LVINITVD
d31S IWIL 3LVINITVI

1NT10d

ITNAOW
NOILDIAAQY

I1NAON 7 N\»

WH3L 30HNOS

3INAON A3 N\
ALIAISN441Q

"MO[] 21307 LOVINI

"1-p SIn3rg

JOVHINY BNOH 30VIHNS
Q7313 NOILVHLNIINOD 30V4Ungy
M AN — 37314 ANIM 30V3ENS

anaid ZO_._.<~_.rZwoZOob

2 O'_xm_m NOILVHLINIONODJ
A% —a13did NOISNSS1d
M A‘n— 7314 ANIM
LNIHd ANV HNOLNQD ===
)

C—

AYLSIWIHO ANV LHOJSNVHL
LNVLINT10d 34YINOTVI
L

T ——

3814 3WNTd
comrcmm—ames 30YN0S LNIOd 3LVINI TV

A—

e 17314 NOISNA410 31VINITVD

4

ey
—
<
-
™

=

|

ERlglelelil]
aiad
anNim

Lno
id

onf  sarl

. (ATNO NOILYINDVD a331d DZ@

4
mermree——ee Q71314 ONIM 3LYIN0TVYO

!

V.ivad 30¥N0OS LNIOd
VivQ3I2dnos vady
NOILLYHYLNIONOD ANNOHONIVE
V1va ALITIGYLS
V.iva ANIWM

v1va TOH1INOD 311YMm

VLva 308N0S LNIOd]
v1vQ 30HNOS VI¥Y]
v.1v0 NOLLYHLNIONOD ONNOYDINIVEY
vLVa ALITIBVLS]
v.1va animy
v.1vQ T0BLNOD Qv aH

SHNOH H3IA0 4007

o

i

L

SLHDIIH NIVYY3aLl
———e———s §§INHONOY 3DVIUNS
LNIYd ANV YNOLNOD

v1vd SSINHONOY 30VIHNS

viva NOLLJO

$Y313IWVYHVYI ONILYHILO
37111 LNIYd

SLHODI3H NIvYHAL)

¥1va SSINHDONOY 30V48NSY

¥1vd NOILdJO

SHILIWVHVJ DNILVHILO
37111 Qv3y

52



4,2 Review of the Wind Field Module Options

A realistic, accurate treatment of the wind field is essen-
tial to any model that seeks to simulate atmospheric phenomena.
Thus, a wide range of models have been developed, from the sim-
plistic l/r2 interpolation of measured data to global climatologi-
cal simulation models. The focus of our investigation is narrowed
by the scale of the problem under consideration which is gener-
ally thought of as mesoscale meteorology (i.e., roughly a 100 to
1000 km2 area). Other criteria used for preliminary review were
that the model had to be non-proprietary, user-ready, efficient,
and tested to some extent. In other words, the wind module had
to be an existing model in the public domain. This initial screen-
ing resulted in the list of available wind field modules shown in
Table 4-1,

These models were then reviewed and the salient model char-
acteristics evaluated (see Table 4-1). Another level of screen-
ing was accomplished by addressing the need of the other modules
that interfaced with the wind field module, and the anticipated
use of the overall code. From these considerations two criteria
were established: the wind module must incorporate terrain
effects, and the wind field output must be three-dimensional.
These criteria were selected so that the overall model would be
capable of modeling flow in complex terrain and be capable of
modeling complex atmospheric conditions such as inversions aloft,
wind shear, and terrain channeling.

The evaluation of the selected models in Table 4-1 using
the above criteria resulted in the narrowing of the wind field
module selection to two models: WEST which is a submodel of the

DEPICT code (Sklarew, 1976), and MATHEW which was developed by

Lawrence Livermore Laboratory as part of their wind energy siting

program (Sherman, 1976). The sigma-coordinate models (Fosberg, 1976 .

Anderson, 1970; Liu's fine grid, 1974) all suffer from a lack
of vertical resolution. If versions of these models were develop-

ed that feature a three-dimensional wind field, a second look would
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be warranted since this model class incorporates the effects of
surface roughness, atmospheric pressure and temperature, and sur-
face heating in a direct manner. The other model, Liu's coarse

grid (Liu, 1974), is essentially an explicit, time-dependent solution
of the Navier-Stokes equation; with the incorporation of terrain
capability, this model might represent an accurate treatment of

wind field physics. However, the expense and complexity of this
approach would be so great as to render the overall code imprac-
tical as an applications-oriented air quality simulation model.

Both MATHEW and WEST are objective analysis wind field mod-
els. Both are three-dimensional and produce terrain-dependent,
divergence-free wind fields given observed wind data as input.
Both models follow a procedure of extrapolating and interpolating
the input data to develop a first estimate of the three-dimen-
sional wind field. The estimated wind field is then adjusted to
account for terrain effects and atmospheric stability consider-
ations constrained by the condition that the resulting wind field
be nondivergent. The exact procedure for determining each of
these steps differs in the two models; a discussion of the
structure of the two schemes is given below.

The theoretical basis for MATHEW was developed by Sasaki
(1970). A difference functional is defined to minimize the de-
viation of the adjusted wind field from the estimated field,
subject to the constraint that the adjusted wind field be nondi-
vergent., The form of the functional proposed by Lawrence Liver-
more Laboratory (Sherman, 1976) can be written

E(u,v,w,3) =J[ [ocl?‘(u—uo)2 + uzz(v—vo)2 + 0L32(w—wo)2
\Y
(4.1)

ou oV oW
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where

u,v,w = the adjusted local velocity components

u®,v°,w° = the estimated local velocity components in
the x,vy,z directions

A = A(x,vy,z) = the Lagrange multiplier

Q = Gaussian precision moduli taken to be

2 _ 2
a7 = 1/20i .

The values of g; represent observational errors and/or deviations
of the observed field from the desired adjusted field due to

empirical considerations of atmospheric stability.

The associated Euler-Lagrange equations whose solution mini-

mizes Equation 4.1 may be written as

2

2@1 (u—uo} - %% =0

20,2 (v-v®) - 2 =0 (4.2)
2 3y y

20c32(w-w0) -2 -

The equation for A is derived by differentiating the three
parts of Equation 4.2, and substituting into the continuity

equation
du 4 v, AW g (4.3)

to obtain

" 2
2&12 ax2 2@22 3y2 2a32 9z

[1 32 1 32>\+ 1 azx]

(4.4)

e} (¢} o
au v 3W
+ =

[ax + oy + Bz] 0
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This is a Poisson equation for A and may be solved iter-

atively, subject to the boundary condition

AL + B 3A - (4.5)

QU
:3>,>»

where
A =1; B =0, for flow-through boundaries
A =20; B=1, for solid boundaries.

Once X is determined, it is substituted back into Equation 4.2
to yield the adjusted velocity field.

The WEST adjustment model is mathematically similar to that
in MATHEW. However, certain dissimilarities between the two
models do exist. The estimated wind field is first adjusted to
obtain a global divergence-free field, i.e;, the flow through the
side boundaries of the computational domain are first adjusted
such that the amount of fluid entering the domain is equal to
the amount of fluid leaving. This is accomplished by summing
the product of the normal velocity component and its cell face
area along the boundaries and then dividing by the total boundary
area of the sides, i.e.,

ol
— .
ZgB . SA 8A : Outward normal
6Vy = Z A : Total area of sides

§B+: Velocity at boundary (inflow)

-5

sV 2Vp_-6A Vg_: Velocity at boundary (outflow)

and then adjusting the boundary cell normal velocities by ]

-> — . > — (SV /(SV );5

VB+-<SA = Vg, -0A (SV_/8Vy

> —r > — ;i

Vg "SA = Vg -8A  (8Vy/¢V.) !
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This procedure is followed primarily to speed convergence and
does not significantly effect the final flow field, since all
boundaries (except the surface) are unconstrained during the

iteration phase.

WEST also requires the local wind field to be nondivergent.

The adjusted nondivergent velocity components can be defined by

a=u’ +71
v=v2+7¥ (4.6)
we=vw +Ww
where
4, v, w are given by
Pl 3¢
u Tx 90X
I = 29 (&.7)
V= Ty 3y
= - 39
w=1, 32

Here ¢ is the perturbation velocity potential and Tx Ty2 Tz are
transmission coefficients based on temperature profiles obtained
from upper air soundings. The present assignment of transmission
coefficients was developed on the basis of numerical simulations
of idealized test problems and appears to be qualitatively correct.

The assignment of transmission coefficients is as follows (note,

Ty = Tx):
Atmospheric Stability A B C D E F G
1%/ Tz . .625 714 .833 1.0 250 833 2500

The requirement that the local wind field is nondivergent is given

by Equation 4.3.
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Substituting Equations 4.6 and 4.7 into Equation 4.3 leads
to a Poisson equation for the perturbation velocity potential

2 3¢ 9 3¢ d 3¢
[éx (Tx ax) + 3y (Ty 5;) t 3z (Tz 55)}

ou av® oW’ _
+[8x+3y+az =0

(4.8)

To demonstrate that the velocity iteration scheme in WEST is
a consequence of assuming that the perturbation velocity is
derivable from a potential function, we start by assuming a compu-
tational domain which consists of N computational cells and is sub-
ject to the condition that

>
Dn(U) = (V'u)n =0 n=1, ..., N . (4.9)
For simplicity we will assume a two-dimensional Cartesian geometry.
Then 1 = (u,v)

with U, the matrix, as follows:

. Up Ug ... ouy
Vi Vg oo .- .V
Let T =1 (¢)

with the specific relationship,

+—

u= Ve . (4.10)
Then, Equation 4.9 can be written

D (§) =0 n=1, ..., N (4.11)
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> . . .
where ¢ is the velocity potential vector whose elements are given

by the value of the local velocity potential

¢ = (4.) p=1, ..., N

n

To find ¢ subject to Equation 4.11, we may write

N
3D
_ Y| e 2
D_(3+58) = D, () + 5;;[(¢+6¢)m ¢m](a¢m)$'*°(g$ ) a2)

and let
D $|§$ 0 i §¢ is the change (4.13)
= i.e., is e ang 4.
n( ) 5 ]
in ¢ required to

satisfy Equation 4.10.

Substituting Equation 4.13 into Equation 4.12 yields

N
> [co+s0) - @ Pn) - 3
m=1[ m m] 3¢ = = Dp(e)
¢
which can be written
05 = - D (4.14)

where
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raDi/a¢1 9D, /36, ..... 8D1/3¢N-
3D, /30, 8D, /3¢, ..... 9D, /39y

D =
LaDN/a¢1 9D/ 80y ... .. aDN/aq)NJ
B = (Dn) n=1i, ..., N
58 = (s0,) n=1, ..., N

For W, it is probably not economical to invert the matrix 7.
If, however, we make the assumption that 6¢m is most heavily
dependent upon BDm/8¢m,we can write Equation 4.14 in the
form

— 3D
$ ~-D / EY) (4.15)
where
53 38, 0 38, 5, )

Since we are taking into account only the local rate of change, we
must iterate to allow the signals to propagate through the entire
computational domain. To determine _Eﬁ » we first write the finite

difference analog of Equation 4.9 assuming constant zoning
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1 1 :

L ol mu ) F e (Vi - Vi g) =0

§x i+3] . i-%] Sy ij+3 ij-% (4.16)
where

n= (j-1) I +1 and i=1, ., I

D
We then calculate (53) using the chain rule and Equation 4.16
oD, 4 ) ;L{3u1+%3 ) Bui_%ir . JL{BV1'+% . 3V45_3

To find the derivatives on the right-hand side of Equation 4,17
we make use of the finite difference analog of Equation‘a.lo

- - 1 . = 1 _
U35 = 3% Oaeig ~ %430 5 Wiozy T 8% iy 7 fi-ag)
Ve = = (0 $..) 5 v =L (.. - 6.1 )
ij+3 oy “Tijt1 ij7 0 "ij-% S8y " 7i3 ij-1
then
MWivgg M3y . | 2
3¢ij a¢ij o)
3ui+%j Bui_%j _ 2 (4.18)
a¢ij 3¢ij Sy
Thus
Dy _ [ 2 . 2 ] 26y2 + 26x°
=- |zt 3|~ 5.9
3¢ij ng} Syz 8% Sy (4.19)
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Substituting this relationship into Equation 4.15 leads to

2. 2
8¢, . = ——OX 8y D..
ij 2(6y2 + 6x2) ij

(4.20)

From the finite difference form of the terms in Equations 4.15

we find
u = u L S¢
i+3j i+3j 8§x ij
Uy s T ug .- 64 4.21
i-%] i-3j = §x “Yij (4.21)
V.. = v, . + L 8¢
1j+3 ij+2 © 8y “%ij
V.. = v - L o)
ij-% ij-% Sy ""ij
Substituting for 6¢ij from Equation 4.20 leads to
62 62
MLk e %x %y pk. . (4.22)

whsj © Ui+ 2(6y2 + sx2) i
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1f &x = 8y, then

+ - . .
uk 1 = uk .+ ox Dk. . where k is the iteration parameter.

i+3] i+33 4 Tij
The iteration then proceeds as follows: given an initial velocity

distribution, calculate

e The velocity change using Equation 4.22.

e Divergence using Equation 4.16

These steps are repeated until the desired convergence criteria

are met.

Because the velocity field is selected to be face-centered,
the boundary conditions are particularly straightforward. For
solid boundaries (terrain cells and the bottom surface of the grid),
the velocity is set to zero; for flow-through boundaries (sides
and top of the grid), the velocity is adjusted as for any other

interior cell (i.e., Equation 4.22).

It should be noted that an additional weighting factor is
included in WEST which allows the user to require that the
velocity wvector at observation stations agrees with the observed
value. Following Equation 4.22, the velocity at an observation

station is given by:

k+1  _ k §xX ok % o 5 ]
Uity = [(Ui+-;~j + 7 D) F wi+%jUi+—§~j}/{1'0 Wi
where
u? .. = the observed value at location i+3, ]
l+§J
wi+%i = the weighting factor assigned to the observation
" (0<W<1) .

This option is currently not available in MATHEW.
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The observed data needed by both WEST and MATHEW are pro-
vided by an 1nterpolat10n extrapolation scheme using available
information at a given site to determine the observed velocity
components at each grid point above the topography.

In MATHEW the surface wind data is first extrapolated on a
horizontal plane which is conformal to the terrain and located a
distance Z, above it,

O +,0 2
z(U-,v )Q/r2

L
u_ v cell faces = (4.23)
( %0 Zo) Zl/rz2 '
2
where
L = the index of the observation site
(UO,VO) = surface wind components at station &
r, = the distance from the %th station to the cell

face location of [u ,V .
ZO Zo

The values of (uz 'V, ) are then extrapolated in the vertical
using © °

+ (Vzo)i-%jSin(a(zij_zo>X](2}1)8 ' 20

o =

where o and B are obtained from smoothed upper air data.
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WEST, on the other hand, uses surface wind data and upper

air data directly at each station to obtain uo,vo,wo. That is,
0 o) 2
Z(U ,V ) /T
o oy k k PR
U _pap T
i-2] Zl/rz2
2
o) o) 2
Z(U k,V k) /rz
o} _ L ) (4.25)
V.. 1q =
13-%k 51/t 2
L
2
o —
Y iik-y - 0

Here, (UE’Vi)K are the actual wind components at the kth level

for the Lth station as obtained from surface and upper air data.
In lieu of upper air data, WEST also extrapolates upwards using
surface data in a manner similar to MATHEW and then interpolates

using Equation 4.25 to define the initial wind field.

The computational domain in both WEST and MATHEW 1s & rec-
tangular box set on the Earth's surface with the bottom of the
box located at the lowest topographic point in the area. The
dimensions of the box are determined by the specific application
and computer storage limitatioms. Within the computation domain,
the volume is subdivided into a rectangular grid with intervals
Ax,Ay,Az in the x,y,z directions, respectively. The indices
i,j,k in this section denote grid positions along the x,y,2
coordinates. The topography is represented by obstacle cells as
depicted in Figure 4-2, and represents the true topography within
the resolution dictated by the choice of Ax,Ay,Az. The velocity
components u,v,w and the transmission coefficient Tx,Ty,Tz &r€
defined at cell faces, while the velocity potential, ¢, or
Lagrange multiplier, A, are cell-centered quantities. Figure 4-3

diagrammatically presents the components of the computational cell.
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Figure 4-2. Two-Dimensional Example of Terrain
Representation in WEST and MATHEW.
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In summary, both models are mathematically similar. Both
interpolate and/or extrapolate observed wind data to obtain an
estimated wind field. Both then solve for a perturbation
velocity potential (Lagrange multiplier) to obtain corrections
to the estimated wind field, taking into account atmospheric sta-
bility and the presence of topography subject to the constralnt
that the resulting wind field be nondivergent. The principal
differences between the two methods lie in the treatment of the
transmission coefficients which are used to model atmospheric sta-
bility, and the particulars of the iteration scheme used to solve
the velocity potential. While MATHEW requires that these coeffi-
cients remain constant in space, WEST allows for spatial variation.
This means that the stability structure of the atmosphere can be
accounted for more realistically in WEST.

A comparative calculation was performed using surface wind
and upper air sounding data provided by Dugway Proving Ground
(DPG) in Utah, and by National Climatic Center (NCC). To initial-
ize both codes, the Rawinsonde at Salt Lake City at 1200 Z (0500
MST) was analyzed along with surface wind speed and direction
data for 16 stations situated in and around Rush Valley, which is
southwest of Salt Lake City. In Figure 4-4, the wind direction
and wind speed as functions of geopotential height are shown.
Figure 4-5 is a plot of surface station positions along with
their respective wind vector observation.

The Rawinsonde data was parameterized according to Equation
4.24 with o = 0.03 and B = 0.046, and were "hardwired" into WEST
so that the initial conditions for MATHEW and WEST would be identi-
cal. Neutral stability was assumed for both runs (i.e., a1 = ap =
a3 = 1, 14 = Ty = Tz = 1). This procedure was followed in order
to test the effects of using slightly different adjustment schemes.

Terrain data was digitized from USGS topographic maps on a

grid of 2.5 x 2.5 km. Figure 4-6 represents a perspective view
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Figure 4-5. Observed Wind Vectors at 10 m Height AGL.
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B. 5 km RESOLUTION

Figure 4-6. Dugway Topography at Two Resolutions.
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of the terrain data. To reduce the expense of the calculatibn,
the horizontal resolution was further reduced to 5 x 5 km by
performing a four-point smoothing of the data.

The computational domain in both codes was subdivided into
a 19 x 19 x 14 mesh with cell dimensions 5 km x 5 km X 200 m in
the x, y, and z directions, respectively. Both codes were then

run until the residual divergence error was reduced to order 10_4.

The results of this comparison are shown in Table 4-2, where
the minimum and maximum values of the v and w components of
velocity are shown for the wind field at the surface, middle, and
top of the computational domain.

Table 4-2. Summary of Results Comparing
MATHEW and WEST Using Dugway
Proving Ground Test Data.

WEST WEST
WEIGHTING WEIGHTING
POSITION IN MATHEW | FACTOR = 0 | FACTOR = 1
COMPUTATIONAL
DOMAIN MIN. | MAX. | MIN. { MAX. | MIN. | maX.
w velocity -0.81 1.24 -0.77 1.03 1.4 2.02
Top
v velocity -1.23 8.06 -1.07 9.44 -2.19 9.26
w velocity -0.49 0.66 0.74 0.66 -1.02  0.68
Middle
v velocity 0.0 114 0.0 116 0.0 12.2
w velocity -0.36 0.24 -0.42 0.24 -0.48 0.31
Surface
v velocity 0.0 9.14 0.0 9.43 0.0 9.94
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A weighting factor of unity forces the velocity vector com-
ponents at observation stations to remain unchanged, while a
factor of zero allows the vector to change as a result of the
adjustment procedure. The latter case most closely approximates
the MATHEW algorithm.

As can be seen in Table 4-2, specific values of w and v
may differ slightly, but the calculations are essentially

the same. These small discrepancies are attributable to the
differences previously noted in the adjustment schemes. The
WEST results associated with a zero weighting factor are most
similar to those produced by MATHEW. This result is not sur-
prising due to the mathematical similarity of the two codes when

the transmission coefficients were assumed constant.

As a result of the above analyses, it is felt that WEST will
provide greater flexibility, principally through the inclusion of
the space-dependent transmission coefficients., While MATHEW could
be reformulated to include this spatial dependence, the resulting
code would be WEST in a slightly recast form. Therefore, the
WEST model was incorporated into the new point source code, IMPACT,
and should provide a realistic wind field module suitable for

point source calculations.
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4.3 Review of Diffusivity Module Options

The dispersion of atmospheric pollutants can be modeled as
two separate processes, i.e., dispersion due to advective pro-
cesses (wind shear, convergence, and divergence) and dispersion
due to the turbulent motion of the atmosphere. This section
reviews the second process, that of turbulent diffusivity. It
should be noted that for point source modeling in complex ter-
rain, it appears that advective dispersion is dominant (Sklarew,
1976). 1In areas of homogeneous terrain where wind shear, con-
vergence, and divergence phenomena are less important, turbulent
dispersion will dominate. Therefore, the development of a point
source model applicable to all situations requires an accurate,
complete description of both phenomena. Current models of
turbulent diffusivity were examined and compared, with particu-
lar attention paid to the variability of turbulent diffusivity
with wind speed, atmospheric stability, and height. In additionm,
the ratio of vertical to horizontal diffusivity was examined.

There are several methodologies currently in use for devel--
oping diffusivity factors based on available input parameters.
A representative sample of the more common approaches are dis-
cussed below.

4.3.1 Gaussian Dispersion Standard Deviation

A relationship between the dispersion sigmas used in the
Gaussian models and the value of the associated eddy diffusivity

. . . . b
can be derived assuming a power law form for sigma, i.e., 0 = ax ,

;and a Gaussian solution to the conservation of mass equation
(Fabrick, 1974). The eddy diffusivity, K, is equal to:

K = Uba’ x2b-1 (mz/sec)

where
U = the average wind speed (m/sec)
X = the downwind distance (meters).
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An example of this procedure is shown in Figure 4-7 where verti-

cal and horizontal diffusivities were derived using the EPA Work-
book dispersion standard deviatioms, assuming a 10 mile-per-hour
mean wind speed. It should be noted that the diffusivity coef-
ficients derived in this manner are functions of downwind distance
only (except for the case where the coefficient b = %), being inde-
pendent of height. This is due to the uniform wind field assumption
of the Gaussian model which requires dispersion standard deviations
to account for the effects of wind shear and other spatial phe-

nomena that cause the plume to spread.

The ratios of vertical to horizontal diffusivities can be

written as

b a2
- 2z 2(b_-b
KZ/Ky g—;—z X ( z y)
yy

where
b b

c.. = a_x Y and o = a_ x
y y z z

Z

This ratio is independent of mean wind speed but is still a

function of downwind distance.
4.3.2. DEPICT Diffusion Coefficient

An approximate method for calculating the eddy diffusivities
was developed by T. B. Smith (1972) and adapted by Sklarew and
Wilson (1976) for the DEPICT model. The vertical diffusivity is
calculated using the following algorithm

K

, = K U ot (m2/sec)

where

cl
I

the wind speed at the point of interest (m/sec)
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Workbook Dispersion Standard Deviations.
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o = the standard deviation of the vertical wind wvane

fluctuation (radians) and is dependent upon sta-

bility as follows:
Stability A B C D E F
O 262 .237 .184 .119 .056 .023
9 = the turbulence scale length (meters), and depends

on both height and stability. This dependence 1s
shown in meters in the following table of turbulence

scale lengths:

Z (m) A B C D E F
10 18 15 12 10 8 7
20 30 25 21 18 16 14
30 41 34 29 25 22 20
50 62 52 44 39 35 31
75 84 71 60 52 48 43
100 105 85 74 64 59 54
x = Von Karman's constant, in this case taken to be

equal to 0.45.

In homogeneous terrain, the vertical variation in the wind

field can be expressed as a function of stability as

_ p
U = Uo(z/zo)

where
z = the altitude above ground level
U, = the wind speed measured at reference altitude z g
p = determined by stability as follows
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Stability A B c D E F

p .15 .17 .2 .26 .39 A48

Therefore, the vertical diffusivity can be expressed as

= P
Kz k Uo (z/zo) oL .

Horizontal diffusivities are calculated in a manner similar
to Lantz (Intercomp, 1975) using the relation Kx = uKz where o
depends on stability as follows:

Stability A B C D E F

o .5 .75 .9 1.0 1.7 2.1

Sklarew and Wilson used an empirical approach to develop these

coefficients.

4.3.3. Intercomp Diffusion Model

Lantz (Intercomp, 1975) developed a formulation for the
turbulent diffusivity based on fitting a finite difference point
source dispersion solution to the Turner (EPA Workbook) oy and o,
curves. This empirical approach lead to the following formulation:

Ky = KYO(UO/Uref)B

K = u_lK

where
a, B, v, Ky, = @ function of stability class, defined as
follows (in MKS units)
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A B C D E F
1/a | 10 2 0.7 0.2 0.05  0.0008
8 1.76 1.38 1.14 1.0 1.0 0.67
. 14 14 14 0.2 0.3 0.4
Kyo | 572 340 114 92 75 63
U o = 1 (meter/sec).

4,3.4 Myrup/Ranzieri Diffusion Model

Myrup and Ranzieri (1976) developed an approach based on
the Monin-Obukhov length for the lower part of the planetary
boundary layer and suggested an empirical approach for extending
the model to greater altitudes. Given a value of the Monin-
Obukhov length and the surface roughness z, the vertical dif-

fusivity can be expressed as:

- k Uxz R
K, 3.7 2/50) L>0 stable condition
K, =k Uz (1-15 z/L)llh L<0 unstable condition
z/L < =5
and
- _0.4 z\1/3
K, = 1.4 k Uyz ( T f) z/L > =5
where
k = Von Karman's constant, given as 0.35 by Myrup and
Ranzieri
z = the height above the roughness elements (meters)
zo, = the surface roughness (meters)
L. = the Monin-Obukhov length (meters)
U, = the friction velocity which can be approximated as:
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U, = k Uo/ln [zW/zO + 2/L (zw—zoﬂ

where

U, = the wind speed measured at height z (m/sec).

The relationship between the Monin-Obukhov length, L; the surface
roughness, z,; atmospheric stability; and the surface evaporation
rate is given in Figure 4-8. The relationship between land use,
surface roughness, atmospheric stability, and Monin-Obukhov

length was derived from the work by Myrup and Ranzieri and is
shown in Table 4-3.

An extension of the theory beyond the lower portion of the
boundary layer was made by multiplying the diffusivity as calcu-
lated above by a correction factor, q; with q defined as:

qQ=1 | z <0.1 z;

q= (1.1 - z/zi)‘ 0.1z <z <1.0 z;
where

z; = the mixing height,

In the current version of the model, provided by the Air
Resources Board, the following extensions are added.

e Inside an elevated inversion, the surface wind speed,
Up, is set to 3.0 m/sec; the Monin-Obukhov length, L,
is set to 20.0; and Z, the height above the surface, is
measured from the bottom of the inversion layer.

e Above an elevated inversion, neutral stability is as-

sumed, L ~« , and Z is measured from the top of the
inversion.
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Figure 4-8. 1/L as a Function of Pasquiil Stability Classes, (Myrup, 1976).
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4.3.5 Tensor Diffusivity Model

An extension of the work started by Mellor and Yamada (1974)
was recently proposed by Freeman (1976) where the second-order
closure of the turbulence transport equations in a density-strati-
fied atmosphere can be solved algebraically. The resulting dif-
fusion coefficients display the following properties:

e The local mean fields enter only through the Richardson
number, the magnitude of the vertical shear of the hori-
zontal wind, and the horizontal components of the wind
shear.

e All transport coefficients contain a length scale which
is a function of the height above the surface, the sur-
face roughness, and the height of the planetary boundary
layer.

o A diffusivity tensor is obtained in which horizontal
and vertical diffusivities can differ substantially.
Off-diagonal components are comparable to those on the

diagonal.

Unfortunately, only a limited number of examples have been run

to date using this approach.
4.3.6 Comparison of Diffusivity Formulations

The comparison of the various eddy diffusivity formulations
is facilitated by the fact that all show the vertical diffusivity
to be linearly proportional to a reference horizontal wind speed
in homogeneous terrain. Thus, the value of Kz/Uo’ a quantity
independent of wind speed (i.e., a normalized diffusivity), can
be compared. The comparison of the T. B. Smith formulation used
in DEPICT and the Myrup-Ranzieri (M/R) model (assuming no correc-
tion factor) for the first 100 meters 1is shown in Figure 4-9.

The M/R model uses one stability class more unstable for those

land-use categories located within urban areas to account for
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the urban heat island effect. Therefore, diffusivities

for the actual stability class and one stability class more
unstable are shown for the DEPICT formulation to providé a more
meaningful comparison. For all stabilities, the values pre-
dicted by the DEPICT formulation fall roughly in the center of
the values predicted by the M/R model and are similar to values
given by the M/R model for the light residential and park land
use categories. The M/R model shows a large range of values for
various land use categories ranging from over 40 m™/sec (1 mps
reference velocity at 100 meters AGL) for A stability, high
density residential or central business district land uses, to
less than 0.2 mz/sec for F stability, undeveloped open green or
agrlcultural categories. Similar DEPICT values vary from

16 m /sec for A stability to about 2 m /sec for F stability.

There are complications when comparing the values of the
vertical eddy diffusivities derived from the vertical dispersion
standard deviations developed by EPA or Pasquill (see section
3.2), and the values resulting from the DEPICT and M/R models.
These complications are caused by the fact that the former are
independent of vertical heights above ground and dependent on
downwind distance from the source, while the latter are just the
opposite, dependent on vertical height and independent of down-
wind distance. As an approximate comparison appropriate for
typical point source dispersion problems, we arbitrarily select
a reference datum at a vertical‘height of 100 meters and a
downwind distance of 5 kilometers. The resulting diffusivities

values for the various methods are shown in Table 4-4.

Except for the EPA values for A stability (the values of
g, are probably not valid at 5 km), all the methods show re-
markably reasonable agreement. The agreement of most values to
within a factor of two is all the more interesting, since the
various models are based on significantly different sets of
experimental data and theoretical considerations. The selec-
tion of another reference datum (if reasonable) is mot expected

to significantly change this observation.
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4.3.7 Variations of Diffusivity With Height

The variation of diffusivity with height 1s presented
schematically in Figure 4-10 for the M/R, DEPICT, and EPA dis-
persion o, models. 1In this figure, a slightly unstable layer
(Pasquill stability class C) is capped by a strong inversion
(class F) with neutrally stable air (class D) above. Note that
each model incorporates a different variation of diffusivity with
height. Below the inversion, the resulting stabilities are within
a factor of two of each other. (It 1is of interest to note that
the typical vertical zoning of IMPACT code for a point source dis-
persion problem is roughly from 25 to 100 meters.) The differ-
ence above the inversions are more significant and could change
the predicted air quality impact of plumes that penetrate the

inversion.

4.3.8 The Ratio of Horizomtal to Vertical Diffusivity

A comparison of the ratio of the horizontal (KX = Ky) to verti-
cal values of diffusivity‘(KX/KZ) is shown in Figure 4-11 as a
function of atmospheric stability. The ratios for the DEPICT
method were selected on the basis of empirical considera-
tions. The ratios for the Iﬁtercomp and SIG DIF models are
based on a best fit of the EPA Workbook curves with a finite
difference dispersion model. The EPA Workbook and the Pasquill
ratios are based on calculating the values of K, and K from
horizontal and vertical dispersion standard deviations for a
range (1 to 10 km) of downwind distances and, in the case of the
Pasquill formulation, a range (3 to 100 cm) of surface roughnesses.
(The values used for o, are given in Table 3-1.) The maximum and
minimum values of K./K, were then plotted. The shape of the curve
shown for the Pasquill dispersiom sigma's indicates a seeming physi-
cal inconsistency where the ratio of horizontal to vertical diffusi-
vity decreases as the atmosphere becomes more stable, suggesting

that the approaches for calculating Oy and ¢, are not consistent.
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Figure 4-10. Comparison of the Vertical Diffusivities Predicted by the DEPICT Model
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- It should be noted however, that except for the Intercomp
model (Intercomp, 1975) and a similar approach used by Freeman
(1975), the ratios derived from all models are roughly the same.
Of considerable interest is that the preliminary values given by
Freeman's tensor model for very unstable and very stable cases
agree with the DEPICT model and the EPA Workbook sigmas. The
recommended values indicated in Figure 4-10 are based on a
linear fit between the extreme values. At present, there seems
no justification for a more precise fit, although thorough para-
metric studies using detailed models (such as the one prepared
by Freeman) and additional experimental data should allow addi-
tional refinement,
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4.4 Review of Pollutant and Advection/Diffusion Modules

The transport and dispersion of atmospheric pollutants due
to advective and diffusive processes are fundamental to the ac-
curate treatment of point source emissions in the atmosphere. The

advective/diffusive process can be expressed mathematically as

9
3

@]

N >
= -y.UC + V-K-.VC

t

where the rate of change of pollutant concentrate at a given

-.location, is equal to the increase (or decrease) due to

TE o
advection, -q;pc, plus the increase (or decrease) due to eddy

diffusion, V-K-VC.

The solution of this equation usually involves the division
of a three-dimensional region of interest into subregions (usually
called nodes or cells) with the implicit assumption that these
subregions are sufficiently small that the concentration, wind
and diffusion fields can be treated as varying linearly inside
the subregion. The real problem of simulating atmospheric point

sources places a severe strain on this assumption.

As an example, consider the following application of a
standard finite difference model (although other numerical solu-
tion approaches suffer from the same problem). An estimate is
needed of the impact on air quality of the emission from a large
power plant in complex terrain. The region of interest is 30
kilometers by 30 kilometers; the terrain varies from sea level to
1000 meters. The cell size (or zoning) which, in the case of most
grid models must be uniform, would be typically 1000 meters by
1000 meters in the horizontal by 100 meters in the vertical. This
gives a total of 9000 cells; the minimum computer storage require-
ment to run this problem is about 80,000 words (320k bytes). For
the case of photochemical impact (which requires multiple pollu-
tants), the storage requirements would increase to over 180,000

words (720k bytes). This is a large code even for modern virtual-
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memory computers. If we wanted to increase the resolution (i.e.,
decrease the cell size) by a factor of four such that the cell
size would be reduced to 250 meters by 250 meters by 25 meters,
we would need to increase the storage requirements by a factor
of 64, requiring a total of 5 million words for the sinple model
and a staggering total of 11 million words for the photochemical
simulation. In addition, the basic computation time step used
for advection and diffusion calculations, which is a function

of the cell size, would be reduced by a factor of four. There-
fore, the cost of running the computer program (based on the
number of operations required) for the fine grid would be at
least 256 times the cost of the original program. Typical costs
for an inert pollutant impact range from $5 to $50, while the
photochemical simulation could range from $50 to $500 for the
coarse grid. The cost for the fine grid would be at least 256
times as much: an obviously impossible situation. Therefore,
the user of the grid type models must be reconciled to accept a
fairly coarse resolution of the region. This requirement, forced
by economics, can be to some extent alleviated by the use of
variable zoning techniques, or possibly by finite element or
spectral approaches. However, at the current time none of the
latter options have been implemented for three-dimensional photo-
chemical simulations.

The coarse resolution in the region for the point source
emission results in a highly nonlinear concentration field since
the stack radius is rarely more than a few meters (compared with
grid cell of 1000 x 1000 x 100 meters). Therefore, the primary
requirement for the finite difference solution method is an
accurate treatment of point (i.e., delta function) sources.

The numerical solution of the advection/dispersion equations
has received considerable attention. A wide range of solution
methodologies and analyses have been proposed. A description of
some of the more recently reported studies relevant to air quality
models are presented in Table 4-5.
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With a myriad of potential methods, a screening procedure
was established to limit evaluation to appropriate models. The
criteria established were, in order of importance: the ability
to simulate three-dimensional problems, the ability to simulate
photochemical pollutants, and an existing and verified methodology.

The first criterion eliminated a number of potentially inter-
esting finite element methods, since no three-dimensional finite
element advection problem has been successfully treated. The second
criterion, the ability to simulate photochemical pollutants,
eliminated a number of attractive methods that map the concen-
tration field into other spaces (e.g., spectral). This procedure
allows for accurate simulation of advection but becomes unacceptably
expensive with the requirement for calculating multiple pollutant
concentrations in real space needed to calculate the chemical
transformations for every time increment. The final requirement
was applied to the list of potential candidates and the schemes
remaining were generalized to the following list:

® A semi-implicit, second-order, accurate, cell-centerad
difference scheme (Phillips, 1974)

® A second-order, accurate, flux-corrected scheme based
on Crowley's algorithm (Sklarew, 1976)

® A version of SHASTA (second—ordey, accurate, non-flux
corrected) used by Systems Applications in their point
source air quality model, PDM (Meyer, 1976)

® A hybrid, point mass, random-walk method developed at
Los Alamos Scientific Laboratories (Hirt, 1972) and
applied to reactive point sources at Science Applications
(Fabrick, 1974),

The technique of fractional steps, or splitting (Yanenko,
1971) was used in the first three methods to solve the three-
dimensional transport/diffusion problem. This technique divides
the original problem into a series of three one-dimensional ad-

vection problems which are solved sequentially.

95

=TT

——mm e




A summary of the properties of each of the methods selected
is given in Table 4-6 (assuming uniform zoning, winds, and dif-
fusivities). The reader is referred to the cited references for

additional information.

As discussed previously, the crux of the advection problem
is in utilizing a coarse grid for accurate simulation of concen-
trations (particularly surface concentrations) due to point
source emission. The test problem selected to establish the
best scheme for this particular class of problems should simulate
(as far as possible) a physically realistic situation while still

retaining an analytic solution.

A straightforward test problem would be in the solution of
the advection/diffusion equation for the case of uniform wind
and diffusion field. The solution of this problem is the
Gaussian point source model with the dispersion standard devia-

tions o and o, defined as

Yy

oyz =2 Ky x/U
2

o, =2 K, x/U

and the surface concentration is given as

2 2 2 2
Q oY /ZOY e—H /20,

ﬂOyOzU

O
i

where

- horizontal dispersion standard deviation (meters)
= vertical dispersion standard deviation (meters)

= wind speed (m/sec)

downwind distance from source toO receptor (meters)
= effective plume height (meters)

= crosswind distance (meters)

= emission rate (ug/s)

a Qa
o»Okd:I:Nc:'N%
Il

— the concentration (ug/m’).
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Table 4-6. Proposed Advection — Diffusion Methods with Uniform
Wind Field and Constant Mesh.

@ CROWLEY 2nd ORDER (ADH), FLUX CORRECTED

2
e %L 2Ty e w(1-25-02) chag e @4 o) o
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16 16
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<
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1
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The Gaussian problem is an initial step, but the actual atmos-
phere does not have. uniform wind and diffusion fields. Thus, a
more complex test problem would be preferable. The following
solution of the point source problem with the wind and diffusion
fields varying in altitude was developed by Smith (1957).

| S
c - Q (zH)’ﬁ U,° . exp -Ko/Xq y2 ¥ 22+ 2
4% Kq% Ky X7 4R, x/TUq

1 zH
“Y 2Ky x/Ug

= the vertical distance (meters)

where

= the crosswind distance (meters)

= the downwind distance (meters)

= wind speed = Uoz% (m/s)

= the reference velocity at z = 1

= vertical diffusivity = Koz% gmz/g)

= horizontal diffusivity = Klz2 (m~/s)

-~ the reference vertical diffusivity at z =1

= the reference horizontal diffusivity at z = 1
= effective plume height (meters)

= source strength (ug/s)

= the modified Bessel function of the first kind

A HO DO SRR K R od MW < N
H O &4 N O

= the concentration (Ug/mS)-

This test problem introduces wind and diffusivity shear in the
vertical but not in the horizontal. A change in coordinates
modifies the above equation to a plume in a vertically shearing,

horizontally rotating wind field as shown in Figure 4-12.

The problems described above (Gaussian, vertical shear,

vertical and horizontal shear) are the three test problems that
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were used to evaluate the candidate advection methods. All test
problems used a zone size of 1000 meters by 1000 meters by 100
meters, a source height of 350 meters, a source strength 100 grams/
sec., a wind speed at the source height of 2.37 meters/sec., and

a vertical and horizontal diffusivity at the source height of

5.9 mz/sec. and 59 m2/sec., respectively. A time step of 250
seconds was used in all test problems and the problems were run
to steady state (usually about 100 cycles). The results of the

test problems are discussed below.

The downwind centerline and crosswind surface concentrations
for the Gaussian problem are shown in Figure 4-13. Due to the
coarse grid employed, the surface concentrations predicted by the
various numerical methods produce an average concentration over
the grid cell (in this case from 0 to 100 meters). Therefore,
the analytic solution was plotted for heights of 0, 50, and 100
meters to illustrate the effects of cell averaging on the pre-
dicted concentrations. Perhaps the most interesting result of
this test was the unusual behavior of the semi-implicit space-
centered difference method which predicted values twice the
actual solution. The reason for this critical inaccuracy is
the errors made by the method in calculating the concentration
gradient near a delta function source. This problem seems tO
be common to all space-centered differencing methods and 1t is
therefore recommended that these methods not be used for point

source type problems.

Another type of problem was noticed in the case of the parti-
cle random-walk method. Due toO the fact that only a small per-
centage of the particles migrate down to the lowest layer of cells,
the surface concentrations predicted by this method fluctuate from
cycle to cycle. The data plotted in Figure 4-13 are the result of
averaging predicted concentrations for 50 cycles after steady
state was reached. The emission of 10 particles per cycle pro-
duced wide fluctuations in spite of the averaging. While the

use of 50 particles per cycle gave acceptable results, the
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fluctuation from cycle to cycle and the large storage requirements
make this method inappropriate for the use in a generalized point
source air quality model. However, the random-walk method is
applicable to situatioms when precise data is mneeded for concen-
tration distributions for a single source and the user is willing
to incur the computation storage requirements of large numbers of

point mass particles.

The underestimate of the centerline surface concentration
by the non-flux corrected, non-mass conservative version of the
SHASTA method is probably due to the large artificial (i.e., numeri-
cal) diffusion in the crosswind direction. Referring to Table
4-6, we note that for the zero velocity case o = 0 and the ex-

pression for the updated concentration becomes

n . . .
C B(CJ - 2CJ + CJ 1)} physical diffusion
n yol n n numerical
- {l/ ho(=Ciyy + 4C5yq -6y + 4C5, - €Y 5){ diffusion
. ~ntl
+ C.

e

The numerical diffusion is minimal when « approaches one. The
overprediction of the surface centerline concentration by the
Crowley second-order flux-corrected method used in the DEPICT
code (ADH) is caused by the fact that the solution algorithm
sweeps from left to right while the physical transport of this
problem is from right to left. Thus the flux-corrected part of
the algorithm (which works by adjusting the flux going into the
next cell) is working against the physical fiow of the problem.
When the same test problem was run with a positive wind, the
centerline concentrations were equal to or slightly less than

the 50-m analytic solution.

Both the SHASTA and ADH advection schemes were then compared
with -the analytic solution for wind and diffusion fields with a

vertical shear. The resulting centerline concentrations are
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plotted in Figure 4-14, Note that the same trends continue in
this test problem with SHASTA underpredicting surface centerline
concentrations and ADH overpredicting.

The results of the final test problem are shown in Figure 4-15.

The surface concentrations for the analytic, ADH and SHASTA solu-

tions are shown as perspective and contour plots. We note that
neither ADH or SHASTA can reproduce the sharp concentration peak
near the source (due to the coarse zoning of the test region). It
can also be seen that even though both the u and v components of
the wind field are non-zero, SHASTA still has some numerical
diffusion resulting in an increased plume width. Two cuts across
the plume (illustrated in Figure 4-15 at AA and BB) are shown in
Figure 4-16. The same trends discussed previously continue here
with the exception that at section AA, both ADH and SHASTA over-
predict the actual surface concentrations. The difference between
the analytic and numerical solutions are illustrated in Figure 4-17
as perspective and contour plots of the analytic solution minus
the ADH or SHASTA solutions. After reviewing the results of these
tests, it is felt that at the present time the correct selection
for the advection-diffusion scheme is the Crowley second-order,
flux-corrected algorithm ADH as used in DEPICT. However, the
flux-corrected or phoenical version of SHASTA (Meyer, 1976) may
warrant additional consideration.
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Figure 4-14. Comparison of Surface Concentrations for Finite Difference Solutions of a
Three-Dimensional Point Source Plume, Vertically Sheared Wind and Diffusion Fields.

104



‘PISId PUIM DoIedy§ Afjejuozuoy pue AJ[ROIIA puB platyg UOISOJJI(q paieayg Aqjeorpiap
dWN[J 20IN0S JUTOJ Q:oﬁ:»EwQ-omEh JO suomNOg SOUAYJI 93Ul I0] SUONBIIUSOUO))
9JBJINg JO §10[d (W01)0Qq) INOjuo)) pue (do1) sanoadsisg jo uostedwo) “Gy-p Ingig

]
N .
T v e
. S e 0's .\ AN T T
DA cW/br g7 T . - —

S
RLETRXZARRL

S
QNQMOV

e

105



181

16
%
= 14r
2
2
o 12+
'—
g
o 10F
)—
g
o 8F
2
3
174 6_
Q
g
w 4+
r
2
17}
2.—
| 1 1
0 16 17 18
Y (km)
—— x —— ADH
— - -0-—=SHASTA
ANALYTIC
N
£
=S
2
s
Qo
-
<
o
'—.
2
w
Q
=4
Q
&}
il
Q
<
[V
o
]
17}
\9
-1 1 [

Y 'km)

B. SECTION B-B (X = 10 KM)

Figure 4-16. Comparison of Surface Concentrations for Finite Difference Solutions of a
Three-Dimensional Point Source Plume, Vertically Sheared Diffusion Field and
Vertically and Horizontally Sheared Wind Field.
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4.5 Review of Chemistry Options

The IMPACT code 1is designed to provide the framework for
simulating the complex chemical transformations of air pollutants
as well as the transport and dispersion of simple inert pollu-
tants. Three chemical reaction mechanisms are available as
options in the present version of IMPACT. They provide a repre-
sentative sampling of the state-of-the-art in air pollutant '
chemical reactions. Other chemistry mechanisms can easily be
incorporated if desired (see Appendix C for detailed information

on the incorporation of other chemical mechanisms) .

Two chemical reaction mechanisms simulate the transformation
of the constituents of photochemical smog. A simple mechanism
developed by GRC (Eschenroder, 1972), CHEM6, supports five active
species and 1is limited to simulations of 12 hours or less (see
Table 4-7). The other photochemical model, CHEM15, incorporates
a more general mechanism (Hecht, 1974) and supports 14 active
species. Both CHEM6 and CHEM15 express the effects of chemical
reactions and sources by a solution for each cell of a rate equation

of the form

3C, N N
n=1 n,m=1

for the £2th pollutant species. The Azlis used to enter sources
and the net advective/diffusive flux into the cell. The rate

equation is recast into

BCK

=7 = Fp ~ReCy

and an approximate solution, used as a predictor-corrector, is

n+1 _ n
S 1Y W (Cz - FZ/RK) exp (-R,AL)
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Table 4-7. CHEMG6 Reaction Mechanism.

REACTION MECHANISM

RATE CONSTANT (ppm/min)

1. hv + NO, = NO + O 2.67 x 107"
1a. O+0,+M=> 05 +M 2.6 x 106
2, NO + 0, > NO, + O 267 x 10
3 210, .
3. O + HC = (b;) RO, 2.67 x 10
4. OH + HC ~ (by) RO, 5x 104
5. O3 + HC ~ (bg) RO, 4. x 1073
6. RO, + NO — NO, + (y) OH 1. x 10°
7. RO, + NO,, > PAN 2. x 102
8 OH + NO - HONO 1.5 x 103
9. OH + NO, — HNO, 3. x 103
10. hv + HONO — OH + NO 1.0 x 10-3
1. NO + NQ, =~ 2 HONO 1. x 1073
12. NO, + 0, > NO, + O 5. x 1073
2+ 03 3+ 0, 2

13. NOz + NO, - N,0g 4.5 x 10
14.

N,Og > NO3 + NO, 1.4 x 10
15. N,Og + H,0 > 2HNO, 6.05 x10
16. NO, + PARTICULATES — PRODUCTS 0.0

NOTE:

Rate

b.I =8,b2=8, b3=1,r=1/8
02, M, HZO concentrations incor-
porated in rate constants.
constant for Reaction 1 normalized
to solar flux = 100 watts/mz.
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This technique was developed specifically for solving the parti-
cular class of equations that describe photochemical reactions
(Sklarew, 1971). As such, it is extremely efficient while re-

taining the accuracy of more generalized solution techniques.

As a test of the CHEM6 routine, the rate constants for a
toluene hydrocarbon run as specified in the GRC report
(Eschenroder, 1972) were selected and the results of the CHEM6
simulation were compared with the results in the report (Figure
4-18). Because the value of the solar flux was not recorded,
runs using the value of 100 and 150 Watts/mz were used. These
values (which are representative of actual conditions) appear tO
bracket the GRC model results.

The CHEM15 routine (see Table 4-8) was run for several
different cases corresponding to experiments sited by Hecht (1974)
and showed generally good agreement with their solution. Table 4-9
illustrates the comparison of the CEEML5 and EPA model for experi-

ment 348 as reported.

The third chemistry option available is a simplified treat-
ment of the oxidation of sulfur Gioxide to sulfate . The chemistry
of S0, in the atmosphere (and for that matter in the smog chamber)
is poorly understood relative to the state-of-the-art of ozone
chemistry. The SO2 mechanism currently encoded in IMPACT does
not simulate 802 photochemistry but rather relies upon empirical
observation of atmospheric 30, oxidation rates. Observed maximum
rates have been found to range from 2 percent per hour (Katz, 1950)

to 12 percent per minute (Shirai, 1962).

Recent work sponsored by the ARB (Liu, 1976) suggests that
the rate of conversion is related to downwind distance from the
S0, source. Table 4-10 (taken from this ARB report) summarizes
the observed relationship. Presumably the rate variation is re-
lated to concentratioms of OH, O, N03, HO,, etc. in the ozone
depression plume associated with NO stack emissions. In keeping

with these results, the SO2 mechanism in IMPACT employs a
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CONCENTRATION PPM

CONCENTRATION PPM

CHEM 6 MODEL RESULTS: L HC

1.208
GRC MODEL RESULTS: 0 Hc
EXPERIMENTAL DATA. ¢ HC
100f
80 -
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a0 GRC MODEL RESULTS
20
00 1 1 ] 1 | 1 | | i
0.00 4.00 800 1200 1600 2000 2400 2800 3200  36.00
TIME (x 10"
A. HYDROCARBON RESULTS
CHEM 6 AT 150 WATTS/M?Z
GRC MODEL RESULTS
64
561
CHEM 6 AT 100 WATTS/M2
48k
40
32k
24|
A
A6F
CHEM 6 MODEL RESULTS: ®  QOZONE
o GRC MODEL RESULTS. ®  0OZONE
’ EXPERIMENTAL DATA: A 0ZONE
A 1 1 i i 1 1
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B. OZONE RESULTS

Figure 4-18. Comparison of CHEM6 Model Results, GRC Model Results, and
Experimental Data, Experiment 271, Toluene/NOx.
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Table 4-8. CHEM15 Reaction Mechanism.
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REACTION MECHANISM

N02+ hu—>NQ + O

0 +02+M—>03 +M
03+N0—>NC)2+O2
O+NO+M—‘>N02+M

0+ N02—>N0 + 02
O+N02+M—>M->N03+M

O3 + N02—>NC°3 + O2

NO3 +NC — 2N02
N03+N02""N205

N205 —+N02+NO3

N205+ HZO —>2HNO3

NO + HN03 —>HN02 + NOZ
HN02 + HN03—>H20 + 2N02
NO + N02 + HZO —>2HN02
2HN02—>NO + NO2 + H20
HN02 + hy—~>0OH + NO

OH + N02 —HNO4,

OH + NO + M >HNO, + M
OH+CO+ (02) —>COZ + HO2
HO2 +NC = 0OH + NO2

H,0, + hu = 20H

HC'I + 0 — ROO + oRCO0OQ + (1-c HO2
HC"J + 03 —RCO0OC + RO +HC,
HCq + OH —~RO0 + HC,

HC, + OH —~ROO + OH

HC2 +0OR —~ROO + HZO
HC3+O—>ROO+OH

HC3 +0OH —~ROCO + HZO

HC, + hv —~BROO + (2-f) HO,
HC4 + QH —[BRCO0O0 + {1-0) H02 + HZO
ROO + NO > RBO + N02

RCOOQC + NO + (02) —+ROO + NO2 CO2
RCOO0O + NO2 —-+RCO00 NOZ
R0+02—+ H02+HC4

RO + N02 - F!ONO2

RO + NO =~ RONO
H02+H02—> H202+02
H02+ROO—>RO+OH +02
2R00 — 2RO +O2

RATE CONSTANT {ppm/min)

266 x 1071
2.x 1072
2.08 x 10"
35x 1073
1.38 x 10%
22x1073
4.6 x 1072
1.5x 10%
45x 10°
15 x 10
1.x 107
25x 1074
2. X 10_1
211076
45

1.3x 1072
15 x 10°
1.2 x 104
25 x 102
7. x 102
2.5 x 102
6.8 x 10°
1.6 x 1072
2.5 x 10%
1.07 x 102
8. x 10°
6.5 x 10
3.8x 10%
25 x 1073
23x 10%
9.1 x 102
9.1 x 102
1.x 102
2.4 x 1072
4.9 x 102
2.5 x 102
5.3 x 10°
1. x 102
1. X 102

HC.I = olefins, HC2 = aromatics, HC3 = parafins, HC4 = aldehydes
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Table 4-9. Comparison of Solutions of the Seinfeld-Hecht-Dodge Photochemical
Reaction Model.

e 0, NO, HC1
(MINUTES) | HS | CHEM15 | H.S | CHEM15 | Hs | CHEM 18
0 0 0 0 .0600 44 44
40 0 0013 04 | 12 4 42
80 0 .0028 2 23 35 40
120 0 .0064 4 41 30 37
160 0 0167 6 67 25 32
200 .04 0633 8 94 2 27
240 30 30 7 93 15 20
280 55 52 55 66 10 13
320 6 66 | a5 38 .08 .08
360 7 .74 l! 2 2 .05 04
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Table 4-10. Rate of SOQ—Sulfate Conversion as Estimated From the
Predictions of the Reactive Plume Model, (Liu, 1976).

September 10, 1974 (Moss Landing)

<10 km from stack 0.6%/hr
> 10 km 4.0%/hr

September 11, 1974 (Moss Landing)

<10 km 0.46%/hr
> 10 km 4.0%/hr

October 1, 1974 (Haynes)

<10 km 0.20%/hr
> 10 km 6.0%/hr

October 11, 1974 (Haynes)

<10 km 0.3%/hr
> 10 km 6.0%/hr

October 17, 1974 (Haynes)

<10 km 0.3%/hr
> 10 km 22.0%/hr

October 25, 1974 (Los Alamitos)

<10 km 0.1%/hr
> 10 km 3.0%/hr

October 30, 1974 (Los Alamitos)

<10 km 0.05%/hr
> 10 km 3.0%/hr

November 7, 1974 (Los Alamitos)

<10 km 0.02%/hr
> 10 km 1.0%/hre
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spatially—dependent‘SO2 conversion rate that depends upon the
Plume concentration at the point under consideration. Figure
4-19 describes the relationship between conversion rate and
plume concentration.

Values of FAST and SLOW correspond to estimates of the con-
version rate distal and proximal to the stack, (where a SO2 con-
centration in the neighborhood of 200 ppm might be expected).
From Table 4-9, reasonable values of FAST and SLOW could be
taken as 10 percent and 1.0 percent, respectively.

Other models such as augmented photochemical S0, mechanism
(Liu, 1976) modifications »f the LIRAQ photochemical mechanism
(Galenis, 1977) warrant consideration as additional sul fur-
sulfate chemistry options.

RATE
FAST
(10)
5
[=]
<
£
3
3
=N
sLow
(1)
i
0 200

802 ppm

Figure 4-19, SO, Conversion to S04.
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5.0 VALIDATION OF DISPERSION MODELS

The development and use of a mathematical model requires
that the accuracy of the model be substantiated with actual field
measurements so that the user may have confidence in the model
results. This procedure is usually termed model validation or
model verification.

Because of the complexity of the air pollution dispersion
problem, the best approach to validation is to focus on each key
submodel separately (e.g., plume rise, transport, etc.). Thus,
key experiments can be devised to differentiate between a number
of alternate submodels. An example of this procedure is the re-
view of the plume rise options used in both the Gaussian and grid
models, in which a comparison is made of predicted values with
actual field tests (see section 3.1.3).

Unfortunately, the paucity of data and the uncertainty of
the required realism of each submodel severely limits this step-
by-step ideal approach. 1In Practice, the entire model is usually
validated as a unit. This is partially due to the fact that in
typical field studies the measurement of surface concentrations
at specific locations is the most important objective and is
usually the most accurately measured data in the field program.
The use of aerial sampling in some programs does provide an in-
dication of plume rise and structure; however, sufficient detailed
data are typically lacking on pollutant dispersion and on wind and
diffusivity fields.
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5 1 Discussion of Validation Options

As
quality
surface

provide

discussed above, the usual focus of the validation of air
dispersion models is how well the model predicts pollutant
concentrations. In theory this procedure would seem to

sufficient validation for the user tO implement the model.

In practice, however, the complexity of the physical phenomenon

involved requires a further discussion as to the applicability of

the model to differing topographies and meteorologies. In fact,

there are three concepts which should be incorporated into model

validation efforts. These three concepts are: precision, realism,

and generality.

Precision refers to the deviation of the model's pre-
dicted value from the population mean. This generally
refers to the ability of the model to predict the value

of a variable measured in the field. In defining the
required performance of the model in terms of precision,
the investigator must predetermine acceptable error
limits.

Realism refers to two characteristics of the model: first,
the correspondence between simulated subsystems and real
world subsystems, and secondly, the extent to which the model
is based on the physics and chemistry of the phenomena,

as opposed to statistically simulating the variation of

a parameter. In defining how realistic the model must

be, the investigator must identify those systems which
may be represented by probability functions and tables of
input data, and those systems which are defined by physio-
chemical relationships. The level of realism is defined
by the number of subsystems included in the simulation
whose dynamics are actually simulated, expressed as a
percent of the total number of subsystems.

Generality refers to the range of applicability of the
model. The model may be very precise and realistic for a

given region but may not be applicable to another region,

118



due to limitations on boundary conditions or to system
components (which could be assumed constant in other field
situations) that vary from region to region. The gener-
ality of the model can be defined in terms of time and
space. For example, the number of days, weeks or years,
and the areas of terrain (e.g., mountains versus level
ground, etc.) to which the model does apply need to be
compiled. Generality of a model can be defined by the
number of environments for which it is applicable, ex-
pressed as a percentage of the number of environments
which are found in the real world,

To fulfill the requirement of model validation, all three issues .
must be specifically addressed and answered.

5.1.1 Precision

Precision refers to deviation of the model's predicted value
from the population mean and, therefore, the statisties which mea-
sure this quantity are appropriate. Mean error, maximum error,
mean error as a function of population variance (2 - score), and
correlation are all measures of precision for relatively large
sample sizes (i.e., 30 or more receptors). In the case of smaller
sample sizes, however, the statistics of Wilcoxn Signed Rank test,
Wilcoxn Two Sample test, or the Spearmans Rank correlation could
be used. A problem which usually arises is that p, the true
population mean, is frequently not measured due to cost or time

constraints. So Xg or a representative sample mean is used in
its place.

There are some dangers in using these statistics blindly with-
out accompanying graphic displays and plots. Figure 5-1 shows
some of the problems which can arise by using standard statistical
procedures. This figure represents a simplified model validation
test for a Gaussian point source model. Consider a point. source

with an effective stack height of 190 meters, an elevated inversion

at 200 meters, neutral atmospheric stability from the surface to

the elevated inversion, an emission rate of 10 grams/sec., and a
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wind speed of 5 meters/sec. Assume that the Gaussian model pro-
vides a completely accurate description of pollutant dispersion
and that we have an array of receptor stations 20 kilometers
downwind of the source. The plots shown in the upper portion of
Figure 5-1 represent the actual surface concentrations distribu-
tion and the concentrations predicted by the Gaussian model as-
suming various errors in the data-input wind direction. The
lower portion of the figure illustrates the scatter plots and
the correlation coefficient associated with the distributions
illustrated above.

From this figure we note that a 1007 precise model with an
input error in wind direction of only two degrees (which is not
an unreasonable mean error in the field) would result in a cor-
relation coefficient of 0.01, while a model with an error of a
factor of two in horizontal dispersion standard deviation with
no wind error would produce a correlatrion coefficient of 0.85.
Although this case isg admittedly contrived, it is not unrealistic
and clearly shows the danger of only relying on standard statisti-
cal procedures.

Of course, errors in measured wind direction are only one
possible source of uncertainty in the model validation procedure,
A more complete list is presented in Figure 5-2, The errors as-
sociated with each element in these validation procedure processes
are rough estimates based on insight gained by the authors from
many years of experience in model validation and the examination
of numerous sets of field data; the reader is cautioned against
considering these estimates to be exact.

In spite of these uncertainties involved in the validation
procedure, model validation is possible. Graphic displays (e.g.,
pollutant isopleths and wind streamlines) can reveal patterns in
spite of rotational (or more complex) transformations due to errors
in wind measurements. Although difficult to quantify, the compari-
son of predicted and observed isopleths and wind streamlines is
likely to remain the best model validation procedure.
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MATHEMATICAL
FORMULATION

MEASURED DATA:

WIND SPEED*

WIND DIRECTION****
SOURCE DATA*
MIXING HEIGHT**
STABILITY***
SURFACE ROUGHNESS*
TERRAIN*

*|NDICATES RELATIVE IMPORTANCE
iN UNCERTAINTIES IN MEASURED
INPUT AFFECTING SIMULATED
CONCENTRATIONS

ERROR VARIES WITH TYPE OF
PROBLEM, FIELD TEST AND MODEL
PROBABLE RANGE {10% - >100%).

ERROR VARIES WITH TYPE
OF MODEL CONSIDERED,
PROBABLY RANGES FROM
10% FOR FINITE DIFFER-
ENCES TO >100% FOR SOME
GAUSSIAN MODELS IN COM-
PLEX TERRAIN.

NUMERICAL
SOLUTION
METHOD

SIMULATED
CONCENTRATIONS

MODEL

ESTIMATED ERROR FOR MANY TYPICAL
FINITE DiFFERENCE METHODS.

OBSERVED
CONCENTRATIONS
LCCATION

ESTIMATED
MAXIMUM ERROR
OF OBSERVED
CONCENTRATIONS.

VALIDATION

~20%

Figure 5-2. Areas of Uncertainty and Possible Sources of Error
Associated with Each Step in the Model Validations Procedure.
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Also, other model parameters such as the maximum pollutant
concentration and the downwind distance at which it occurs are
less likely to be as severely affected by errors in model input as
overall concentration distributions. Therefore, the approach used
to define the precision of the GEM and IMPACT models will be as
follows:

GEM: e Graphical display of representative predicted
isopleths overlaid with field measurenents,

® Scatter plots of standard and mean error of
predicted vs. observed maximum concentrations
and the downwind distance of the maximum con-
centrations,

IMPACT: e Graphical streamlines of predicted and observed
wind fields.

® Scatter plots of predicted vs. observed wind
speed and wind direction.

© TIsopleths of predicted pollutant concentrations
overlaid with field measurements.

® Time-dependent plots of predicted vs. observed
secondary pollutant (e.g., ozone) concentrations.

5.1.2 Realism

The precise quantification of the degree of realism is not
practical since all submodels are to some degree based on simpli-
fication of the real world. However, qualitative comparisons can
be made between the various submodels (or options) available in
GEM and IMPACT and between the two codes themselves.
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5.1.3 Generality

As with realism, the precise quantification of the generality
of the GEM and IMPACT models is not practical. However, the general

areas of applicability can be tabulated.

The following section (5.2) contains a description of the
field tests used for model validation. Estimates of model pre-
cision based on the field tests discussed above are presented in
section 5.3. A summary of the model validation, precision, realism,
and generality for both GEM and IMPACT is presented in section 5.4.
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5.2 Field Data Description

Ideally, one would like sufficient field programs to provide
data bases for all possible environments that occur in California.
For example, field programs should be undertaken in coastal
regions (both urban and rural) for stable, neutral, and unstable
atmospheric conditions, and in inland valley and mountainous
terrain over a similar range of atmospheric stabilities. Addi-
tionally, the air quality impact should be measured, both locally
and regionally. In order to validate photochemical point source
models, both primary and secondary pollutants must be measured up-
wind and downwind of the source, as well as measuring such param-
eters as insolation and relative humidity.

Unfortunately, the cost and complexity of executing a field
study which provides the data needed as input to the model and
provides sufficient data for comparison between model simulation
and reality is such that few reference studies are available.

A summary of the bases considered for this study is shown in
Table 5-1. The selection of the data bases used was based on the
following criteria:

e The data base should be readily available in reduced
form (i.e., the reduction of raw data would be beyond
the scope of this study).

@ The number and distribution of meteorclogical and pollu-
tant measurements must be sufficient to allow accurate

input data and model validation information.

e The data base should represent typical situations found

in California.

After review of the candidate data bases and consultation with the
project sponsors, the following three field studies were selected

as meeting the criteria for an adequate data base: the NOAA program
in Garfield, Utah which investigated the dispersion of an inert
pollutant in complex terrain; a field program sponsored by the
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ARB to determine the impact of large power plants on the air
quality in rural and urban areas; and the field program sponsored
by Southern California Edison to determine the impact of a large
power plant located at Ormond Beach in Ventura County,

Although these field programs represent a combined investment
of millions of dollars, they provide only a fraction of the data
needed to cover the full spectrum of possible environmental con-
ditions. A summary of the validation data bases represented by
these studies is shown in Table 5-2. The need for additional data
is graphically illustrated in Table 5-3. This table is meant to be
illustrative only; the relative importance of each element of the
matrix must be determined by the agencies or organizations using
the models.
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Table 5-2. Summary of Model Validation Data Bases.

GARFIELD

e COMPLEX TERRAIN — RURAL

e UNSTABLE ATMOSPHERE

® INERT POLLUTANT (SFG)

e HIGH RESOLUTION (12—16 EFFECTED RECEPTORS)
@ LOCAL CONCENTRATION { <5 KM)

MOSS LANDING

e FLAT TERRAIN — RURAL

e STABLE ATMOSPHERE — ELEVATED INVERSION

e INERT POLLUTANT (SFG ) PLUS SOME REACTIVE
POLLUTANTS (NOy . SOy . 03 ) NO HYDROCARBON
DATA

e LOW RESOLUTION (4-5 EFFECTED RECEPTORS)

e LONG RANGE CONCENTRATION (10-40 KM)

ORMOND BEACH
e FLAT TERRAIN — LIGHT URBAN, RURAL
e UNSTABLE TO STABLE ATMOSPHERE WITH ELEVATED
INVERSION
e INERT POLLUTANT (SFG ) PLUS REACTIVE POLLUTANTS
¢ HIGH RESOLUTION ~ 10 EFFECTED RECEPTORS
® INTERMEDIATE RANGE CONCENTRATION (5—20 KM)

ADDITIONAL DATA BASE NEEDS
e STABLE ATMOSPHERE — COMPLEX TERRAIN
e URBAN AREAS — INERT AND PHOTOCHEMICAL
® NON—COASTAL RURAL AND URBAN AREAS
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Table 5-3. Validation Data Base Matrix.

COASTAL INLAND
LOCATION AND
ATMOSPHERIC RURAL TERRAIN
STABILITY
URBAN | RURAL | URBAN |
ROLLING | COMPLEX
w w W V7] Ww
pout | — -d -d -]
mgsmégmgsmésméa‘
POLLUTANT TYPE 5‘5;555355355355
AND IMPACT REGION ﬁmzﬁwggmzﬁmgﬁmg
mZDmZDmZDmZDmZD
LOCAL
<5 KM
INTERMEDIATE
IN
ERT 5 TO 20 KM
LONG RANGE
10 TO 40 KM
LOCAL
<5 KM
PHOTO- INTERMEDIATE
CHEMICAL 5 TO 20 KM
LONG RANGE
10 TO 40 KM

%] Garfield Data Base
N
Moss Landing Data Base

Ormond Beach Data Base

T
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5.2.1 The NOAA Garfield, Utah Field Program Description

This field program was conducted by the Air Resources
Laboratory of the National Oceanographic and Atmospheric Admini-
stration (NOAA) in 1973 near Garfield, Utah (Start, 1974). A
122-m smelter stack was used for sulfur hexaflouride (SF6) in-
jection. The SF, was detected by a number of bag samplers
(approximately 20 per test). The relationship of the smelter
stack, sampler sites, and terrain is shown in Figure 5-3. 0Of the
seven tests, tie data sets from Tests 3 and 7 were selected as

providing the maximum data for model wvalidation.

Test 3 was conducted on 19 June 1973 under slightly unstable
conditions (Pasquill stability class C). This test consisted of:

e SF, injection from 1649 to 1749 MST

6
e 17 ground-level integrated SFg samples
o 5 local surface sites with winds every half-hour

e One pibal sounding

e Helicopter sampling of 1/2 to l-minute duration at

each of 14 locations.

Test 7 was conducted on 27 June 1973 under unstable conditions

(Pasquill stability class B). This test consisted of:

e GSF, injection from 1438 to 1538 MST

6
e 12 ground-level integrated SF¢ samples
e 7 local surface sites with winds every half-hour

¢ One pibal sounding

e Helicopter sampling of 1/2 to 1-minute duration at each

of 11 locations.

The grid used for both the Gaussian (GEMGAR) and grid model
(IMPACT) validation had a cell size of one-third kilometer by

one-third kilometer. Figure 5-4 illustrates the grid coordinates
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together with the approximate plume trajectory and the location and
magnitude of the observed tracer concentrations (ug/m3). The re-
lationship between the plume trajectory and the topography of the
test region is illustrated in Figure 5-5,

In terms of the density of the receptor network and number of
meteorological sites, this field program is perhaps one of the
best validation data bases for an inert pollutant. However, there
are some serious deficiencies. Due to the lack of temperature
sounding data, the Pasquill stability class procedure (modified by
Turner, 1970) was used. This procedure, which defines atmospheric
stability as a function of wind speed and insolation (solar
angle, cloud cover, and cloud ceiling), is approximate and can
differ by several stability classes from other more exact procedures
(Chock, 1977). Another problem with the Garfield data base is the
way in which surface concentrations were measured. Instead of a
continuous emission of a plume tracer (SF6), usually only one-hour
releases were made. Because the sampler devices collected samples
(i.e., clean air) both before and after the release period, it was
necessary to normalize the measured calculations by:

c=c'{-
where C = the concentration if there had been a continuous release
C' = the measured concentration
T = the sampling duration
t = the trace release duration.

If steady state winds were assumed, then C would represent the
Correct concentrations for a continuous release. However, if the
wind were not steady, the normalization procedure could result in
considerable error,. Inspection of the wind data taken during the
tests indicates that the winds were not steady. However, the mag-
nitude of the error caused by the renormalization is not known.
Additionally, no indication was given as to the accuracy or
instrument threshold of the SF6 measurements.
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Test No. 7

Representative Plume Trajectories for the Garfield Tests,

Illustrated in Relation to the Area’s Terrain.

Figure 5-5.
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5.2.2 The ARB Point Source Field Program Description

A multi-organizational program was initiated by the
California Air Resources Board in 1974 to consider the effects
of several fossil fuel power plants on air quality in California.
The objective of the program was to examine the chemistry, dis-
persion, and transport of pollutants from these plants. Opera-
tional variations consisting of the use of oil vs. gas and
differences in the background pollutant environment were incor-
porated into the program design. A key factor in assuring proper
interpretation of the pollutant measurements was the release of a
tracer gas, SF6, from each plant.

Areas of responsibility in the multi-organizational program
included the following:

® SF6 release, sampling, and analysis - Caltech (CIT),
(Drivas, 1975)

@ Ground observations of 802 and sulfates - Rockwell Air
Monitoring Center, (Richards, 1976)

® Sulfate analyses - Air and Industrial Hygiene Laboratory,
(Appel, 1976)

® Correlation spectrometer measurements of 502 - Environ-
mental Measurements, Inc. (EMI)

® Airborne sampling and meteorological measurements -
Meteorology Research, Inc. (MRI), (Smith, 1975)

The program consisted of 9 days of sampling: 3 days each at
the Moss Landing (Pacific Gas and Electric Co.), Haynes (Los
Angeles Water and Power), and Los Alamitos (Southern California
Edison Co.) plants. The Moss Landing plant is located on the
coast north of Monterey, while the Haynes and Los Alamitos plants
are located at Long Beach, California.

The detailed airborne plume measurements (horizontal and
vertical traverses) performed by MRI included measurements of
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carbon monoxide (CO), ozone (03), light scattering coefficient

(bscat)’
humidity, oxides of nitrogen (NOX), nitric oxide (NO), sulfur

turbulence, condensation nuclei (CN), temperature,

dioxide (SOZ)’ and traverse-averaged sulfur hexaflouride (SF6)
data. These measurements were useful in determining plume rise and
are used for the preliminary assessment of the various plume rise

submodels (section 3.1.3).

However, there were several deficiencies in the test program
that reduced the usefulness of the program as a model validation
data base. The data base could not be used for validating point
source photochemical models since the lack of detailed hydro-
carbon data (both plume and ambient concentrations) meant that a
major input parameter in these models could not be accurately

determined.

The extent of the surface to be sampled and the limited number
of sampling stations in the Los Angeles area, involving 13 to 18
operating stations spread over approximately 2000 square miles,
meant that only twoe to four stations showed significant plume
impact during any one-hour test period. Figure 5-6 gives the
locations of the stations at which pollutants emitted by the Long

Beach power plants were sampled.

The locations of surface sampling stations for the Moss Landing
test were less scattered, with the result that as many as five
stations showed significant plume impact for some wind directions.

A serious concern in the use of tracer data taken in this program

was the accuracy of measurements. On page 6 of their Final Report,

CIT states: 'Consequently, the data points tabulated in Appendices
A-4, A-7 and A-3 are within at least +30% of the true values, with
most of the data accurate to +15%." (Appendices A-4, A-7 and A-8

contain all the data collected during the study.)

Investigations of the surface SF6 measurements also revealed
significant ground level concentrations of SFg before the SF, re-
lease could have reached the receptor iocation. These concentrations

were believed to be due to local sources of SF6, possibly from high
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voltage circuit breakers. The anomalous values in the Los Angeles
region varied from 10 ppt to over 40 ppt, while the Moss Landing

data showed anomalous values ranging from about 2 to 15 ppt.

An extensive number of surface meteorological locations were
combined with pibal and aircraft upper air observations in the
Los Angeles area by MRI (Figure 5-7) to provide a detailed
description of the regional meteorology during the field test
period. However, the coverage was less extensive for the Moss
Landing program and only minimal data were available. 1In spite of
some reservations about the precision of the Los Angeles wind data,
the data collected on 30 October 1974 in support of the field
program were used to evaluate the wind field submodel of the IMPACT
code. After careful consideration of both the available tracer and
meteorological data and after reviewing this data with field program
personnel (Shair, 1976), it was decided that a three-hour average
concentration (1400 to 1700 hours, PST) taken on 11 September 1974
(Moss Landing Test 2) would provide the best data for model vali-
dation. A summary of meteorological data and plume centerline
locations for the Moss Landing tests are shown in Figure 5-8. As
noted by the project principals (Drivas, 1975), the absence of
significant plume impact during Test 1 was due o the trapping of
the plume in an elevated inversion. Although not directly supported
by aerial data, it is probable that (for Tests 2 and 3) the plume
was trapped below the inversion, thus producing significant surface

concentrations.

The location of the air samplers for Test 2 is shown in
Figure 5-9 with an overlay of test grid used by GEMGAR and IMPACT
validation simulations. A detailed breakdown of the actual data
recorded during Test 2 is shown in Table 5-4. The tracer re-
lease period is noted at the bottom of the table and the dashed
1ines indicate the estimated arrival time of the initial tracer

concentrations at each station.
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ALTITUDE FEET

ALTITUDE FEET
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11:30
)
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max C =64
12ﬂ
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Figure 5-8. Summary of Meteorological Data Taken at Moss

Landing Test Site.
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5.2.3 The SCE Ormond Beach Field Program Description

This field program was conducted in 1973 to determine the
photochemical impact of the Southern California Edison Ormond
Beach generating station. The data collected consisted of:

® Pollutants monitored on a network of 25 ground stations
which recorded 4-hour averages of NO,, NO, and SO2 by
bubbler and of CO, THC and SF6 tracer by bagged sample.

e Ground level winds at eleven sites, up to three pibal
soundings per hour, up to three aireraft temperature
soundings per hour, and up to two Rawindsondes per day.

@ Continuous pollutant monitoring at six Ventura County
Air Pollution Control District (VAPCD) stations.

® Miscellaneous data including
- NO, NOZ and 802 overburden
- Mobile, short-term SF6 samples, both aerial and ground
level.

The relationship of these monitoring sites, the generating station,
and terrain is shown in Figure 5-10. Data from the afternoon of

14 August 1973 were selected for the validation data base since
previous analysis (Sklarew, 1975) showed significant air quality
impact as well as consistency in the relationship among measured
data (e.g., winds, SF6, and NOX). The impact on the ground station
network was evident for SF6, NO, and NOZ’ as shown in Figure 5-11.
In addition, the plume swept past the Camarillo VAPCD station,
providing an hourly record of NO, NO, and 05 impacts.

Previous analysis of the data (Sklarew, 1975) has shown that
the NOx measured by the ground station network is proportional to
the coincidentally measured SF6 and the proportionality constants
agree with the NOx to SF6 ratio observed in the stack. However,
the VAPCD measurements of NOX were consistently higher by approxi-
mately a factor of two. 1In addition, much of the meteorological
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Figure 5-11. Ormond Beach Test, 14 August 1973 Measured 4-hour Average.
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as well as pollutant data were obtained from cooperating agencies
and differed in averaging time, time base (PST or PDT), and
assigned time (0900 hour average could mean the data was taken
from 0830 to 0930, from 0900 to 1000, or from 0800 to 0900). Thus,
there is an uncertainty of +1 hour for the temporal location of

much of the supporting meteorological data.

Additionally, although hydrocarbon concentrations were
measured, no attempt was made to differentiate hydrocarbons by
reactivity class. Therefore, an important input requirement,
the ambient concentration of hydrocarbons by reactivity class,
could not be satisfied. Finally, only limited estimates of the
error range or uncertainty of the variables measured in this pro-
gram were made, making it impossible to distinguish between errors
due to the model, errors due to model input, and errors in observed

surface measurements.
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5.3 Estimates of Model Precision

5.3.1 GEM, Gaussian Evaluation Model

Because of the range of options available in the GEM, a
large number of runs were required for each data set in order to
assess the accuracy and sensitivity of the Gaussian model,

A summary of the input data required by GEM for each of the
test cases is given in Table 5-5. The height above the surface
for all meteorological observations was taken to be 10 meters.
Additional data required by GEMGAR is the elevation of each grid
cell and the height of each receptor above the surface. The
terrain height data used for the Garfield test is tabulated in
Table 5-6. The values given are in hundreds of feet and were
converted internally by the code to meters. The height of
terrain for the Moss Landing and Ormond Beach tests were taken
to be sea level since most receptors were located on the level
terrain adjacent to the coast. The height of each receptor above
the surface was taken to be one meter for all tests (varying the
Teceptor height from 0.1 to 10 meters resulted in little or no
change in the observed concentrations).

Roughness data for each test were derived from considerations
of land use (Myrup, 1976) or from reported data (Liu, 1976). Wind
speed and direction data were obtained from the findings of the
surface meteorological stations nearest the source (Garfield
Tests 3 and 7, and Ormond Beach) or by an average of available
data (Moss Landing). Stability data were derived either from the
Pasquill procedure (Turner, 1970) or by the use of temperatufe
sounding to determine the temperature gradient at the stack
height, using the pre-established relationship in Table 5-7.
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Table 5-6. Height of Terrain Matrix for Garfield Test Site,
Height in Hundreds of Feet.
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Table 5-7. Stability Class as Determined
by Temperature Stratification.

STABILITY CLASS TEMPERATURE GRADIENT
°C/100m)

<18
-1.9 1o -1.7
-1.7 w0 -15
-15 to -05
05 to 15

>15

mm g O w P

U.S. Atomic Energy Commission Safety Guide 23, 1972

Since data on the wind direction fluctuation (Ge) and change
in mean wind direction over the vertical extent of the plume (A9)
were not measured, these parameters which are used in the EPA 1976
and Pasquill dispersion sigma formulations were set to default
values (i.e., Tq given in Table 3-1, A6 = 0). Data on stack param-
eters were taken from the field program reports and the specified
plume rise parameter (uAh) was adjusted to fit the observed
apparent plume rise for each test case as measured by aerial sam-
pling. The magnitude of the specified plume rise parameter for
the Moss Landing test was set such that the final plume rise was
just below the elevated inversion, since relevant plume sampling

data were not available.

A summary of the Gaussian test runs is given in Tables 5-8
through 5-11. Each test is specified by the atmospheric stability
class used along with the dispersion o and plume rise options. 1In
addition, the Garfield tests have a plume trajectory/complex
terrain option specified, while the Moss Landing and Ormond Beach
tests specify a limited mixing option. Furthermore, & tabulation

of maximum predicted concentration, the downwind distance from the
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source to the predicted maximum concentration, and an approxi-
mation of the half-width of the plume at the concentration maximum
are presented along with general comments on the surface con-
centration patterns. Scatter plots of the predicted vs. observed
maximum concentration and distance to maximum concentration

stratified by region (coastal vs. complex terrain) are pPresented
in Figure 5-12.

Representative examples of the better validation runs are
presented in Figures 5-13 to 5-17. The predicted values are shown
in the computer print-out for each grid cell, while the location and
values of the observed concentration, as well as the source loca-
tion and plume trajectory, are shown as an overlay.

After careful review of the Gaussian evaluation tests, one
reaches the inescapable conclusion that almost any desired result
can be obtained, given the range of options for the dispersion
bparameters; plume trajectory in complex terrain, etc;; and the
range of experimental uncertainty in the observed wind speed, wind
direction, and atmospheric stability.

In general, it appears that the coastal regions are more
difficult for the Gaussian models to handle than the complex
terrain situations (at least for the limited test cases considered
in this study). Among the factors contributing to this situation
are:

® Unsteady shifting winds result in curved plume trajec-

tories which cannot be treated by the straight-line
steady-state Gaussian model. 1In complex terrain, the
wind flow for slightly unstable atmospheric conditions
results in an approximate potential flow and more-or-
less straight trajectories.

@ The large sources tested in the coastal regions impact
a large surface areas. Therefore, the Gaussian assumption
of constant winds and atmospheric stability may not be
valid.
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B. COASTAL REGION: MOSS LANDING TEST NO. 2, ORMOND BEACH

Figure 5-12. Summary of GEM Validation Tests.



BEM TEST ¢! GARFIELD RUN 13X18 3.5
GAUSSIAN POINT SOURCE MODEL EVALUATION PROGRAM

"GARFIELD TEST #3
OFTIONS SELECTEDS

DISPERSION FPLUME RISE LIMITED COMPLEX MIXING
SIGMAS MIXING TERRAIN HEIGHT
FPASQUILL ERIGGS74 NONE. ERT NONE

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0,0 0.0 0.0 0.0°0.0 0,0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0,0 0.0 0,0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0,0 0,0 0.0 0.0 0.0

S .
0.0 0.0 0.0 0.0 0.0 0,0 0,0 0,00 0.0 0.0 0.0 0.0 0.0

0.0 0.0 0.0 0.00 0.00 0,00 0.0 0.01 0.00 0.00 0.00 0.060 0.0

0.0 0.0 0,00 0.00 0.00 0,00 0.47 0,16 0.01 0,00 0.00 0.00 0,00

0.00 0.00 0.00 0.00 0.00 0.04 0.2F 0.24 005 0,00 0.00 0.00 0.00

e LEGEND:

0.72 0,27 0.00 0.00 0,00 0,00

S SOURCE

0,00 0.00 0.00 0.00 0.09 0.47 1.3i 1,17 0.51 0.11 0.01 0.00 0.00

0.00 0,00 0,00 0.00 0.04 0,25 0,

0.00 0.00 0,00 0.01 0,15 0,78 1.82 2,00 1.02:;.26 0,04 0.00 0,00

PLUME CENTERLINE
TRAJECTORY

@ | OBSERVED CONCENTRA-

0.00 0.00 0,00 0.03 0.20 0,78 1.6~1.83 1.18 0.45 0.10 0.01 0.00

TION, ug/m
0.00 0,00 0.00 0,04 0.24 O.l! 1.43 1.;; 1,19 0.35 0.17 0.03 0.00

Scale
0 13 2/3 1km

48 1.16 0,6@»3 0.06 0,01 L ! L J
3 I|11 0.67 0.29 0,08 0.02

1,05 0.69 0.32 0.12 0,03

0.00 0.01 0.03 0.11 0.59 0.91 1,08 0,99 I.7o 0.39 0,16 0.05

0,00 0,01 0,04 0.12 0.29 0.55 0,83 0.98) 0.92 0.69 0.41 0.19 0.07

OK;;:%.OO 0.01 0,06 0.27 0.72 1.27 1
0,00 0.00 0,02 0.08 ;.28 0.68 1,13 1,

0.00 0.00 0.02 0.09 0.29 0.63 1,01 1,7

0.00 0.01 0.04 0.12 0.28 0,51 0,76 0.8910.86 0.68 0,39 0.20 0,09

Figure 5-13. Representative GEM Validation Using Garfield
Test No. 3 Data.
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GEM TEST ¢ GARFIELDND RU N 13X18 7.2E

GAUSSIAN FOINT SOURCE MODEL EVALUATION FPROGRAM

GARFIELD TEST =7
OFTIONS SELECTEED:

DISFERSION

FLUME RISE LIMITED COMFLEX MIXING
SIGMAS MIXING TERRAIN HEIGHT
EPA 1976 ERIGGS74 NONE NOAA NONE
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0,0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0,0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0,0 0.0 0.0 0.0 0.0 0.0 0,0 0.0 0.0 0.0 0.0
S
0.00 0,00 0.00 0.00 0,00 0.00 ,00 0.0 0.0 0.0 0.0 0.0 0.0
0.00 0.00 0.00 0 0.0% 0.00 0.0 0.0 0.0 0,0 0.0
©0.00 0.00 0.01 0.20 '2.810 0.00 0.0 0.0 0.0 0.0 0.0
2 o2 .If 3 207 . . . . . .
0.00 0.0z:f> 0o 1.15 3 0,07 0.00 0.00 0.0 O Qo 0.0 0.0 LEGEND:
0.03 0.15 0.465 2 ;.92 0.04 0,00 0.00 0.00 0.0 0.0 0.0
,e S  SOURCE
0.10 0.37 0.98 1‘0.40 O9.02 0.00 0.00 0.00 0.0 0.0 0.0 PLUME CENTERUNE
ﬁ \ TRAJECTORY
0.23 0.96 1. .15 0.70 0.17 0.01 5.00 0,00 0.00 0.00 0.0 0.0 N\
-8 ° (7 OBSERVED
NTRATION,
Q.73 0.36 0O, 0.01 0.00 0.00 0.00 0.00 0.00 0.0 CON%E
pg/m
G.44 0.19 0.04 0.00 0.00 0,00 0.00 0.00 0.00 0.0 Scale
0 13 2/3 1km
1 1 [
0.26 0,10 0.02 0.00 0.00 0.00 0.00 0.00 0,00 0.00
0.16 0.06 0.01 0.00 0.00 0.00 0,00 0.00 G.00 0.00
0.09 0,03 0.01 0.00 0.00 0.00 0.00 0,00 0.00 0.00
0.24 0.19 0.12 0.06 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0,00
0.19 0.14 0.08 0.04 0.01 0.00 0.00 0.00 0,00 0.00 0.00 0.00 0.00
G.14 0,10 0.05 0.02 0.01 0.00 0.00 0.00 0,00 0,00 0.00 0.00 0.00

Figure 5-14. Representative GEM Validation
Test No. 7 Data.
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BEM TEST: MOSS LANDING CIT TEST #2 2PM-SPM 2.3

GAUSSIAN FOINT SOURCE MODEL EVALUATION PROGRAM

MOSS LANDING #2 2 ~5PM

OPTIONS SELECTED:

DISFERSION FLUME RISE

SIGMAS

TURNER
0.0 0.0 0,0 0.0 0.0

USER DAT

0.0 0.0 0.0 0.0 0.0

0.0

00 0.0 0.0 0,0

<
<o
<
<
?
o
[
<
<
<

0.0

0.0

0.0

0.0

0.00 ¢ 0§\Q<00 0,00 0.00 0.0 0.0 0.0 0.0

0.00 0,00 o.oN.oi 0.00 0.00 0.0_0,0 0.0

0.00 0.00

0.0 0.00 0,00

0. 0.00 0,00
0.
0.0 0.000

0.0 0,00 0.00
0.0 0.0 0.00

0.0 0.0 0.00

0.0 0.0 0.0 0.00 0.00 0.00 0,00 0.00 0.19 1.3%

LIMITED COMFLEX MIXING
MIXING TERRAIN HEIGHT
TURNER NONE CONFORML
oo.o 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 o..o 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 Ilo 0.0 0.0 0.0 0.0
0.0 0,0
0.0 0.0
o.owoo 0.00 0,00 0,00 0.0 0.0 0.0
12 0,02 o.oo 0,00 0.00 0.0 0.0 LEGEND:
.201&00 0.00 0.00 0.00 0,0 \S SOURCE
\  TRAJECTORY BASED ON
0. 17 o.oo&oo 0,00 0,00 0.00 \\ OBSERVED SURFACE
‘E’D CONCENTRATIONS
0.0 o.’o.oo 0.00 0.00 0.00
\ TRAJECTORY BASED ON
' | IRECTI AT
0.00 0,04 ONIO 0,07 0,00.0,00 0.00 WIND DIRECTION

0.00

0.00

0.00

0.00

0.00

0.00 0.00 0.14

SOURCE

\ CONCENTRATIONS,

0.00 0,00 0.02 0.27\0.23 0.02 0,00 lg/m

0.00 0.00 0,00 0.08 0.

0.00 0.00 0.00 0.01 0.92 1,

0.83 0.05 Scale

3 0.47

.32

Figure 5-15. Representative GEM Validation Using Moss

Landing No. 2 Data.
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GEM TEST :

ORMOMD BEACH & 1472

128X18 1.4

GAUSSIAN FOINT SOURCE MODEL EVALUATION PROGRAM

OPTIONS SELECTED:

DISPERSICH FLUME RISE LIMITED COMPLEX MIYING
SIGMAS MISING TERRAIN HEIGHT
EPR 1976 ERIGGSTHY TURNHER HIME FLANAF

n.a i, a0 0.0 0, [ N 0, [ ponn onn nonD nood .00 0.00 .00 0.00 I.OO
0.0 0.0 @w.no 0.0 0.a TSI L L L A A A VIO ] (20 BV R a.0n n.na G.GU'G.UU 0.00 0.00
0.0 .0 o0 L n.u (- .0 o Oong Donn 0 00 nLan oo oL,u0 0,00 .00 0.00 G.00
0.0 0.0 9.0 0.0 0.0 T I LI LR KA (LR I L O 3 O L pLan o oLon fLon .00 000 0.01 0.03
0.0 0.0 0.0 0.u won 0. oLun oy o Woon 0D wain Lo Lot DT oGt .09 0.1Y
n.0 0.0 w.no 0L Lo noow QN0 nLan moog oonn 000 0o o p.00 0.0 06.08 0,20 0,31
+

0.0 0.0 n.u n.n L U Y AR Lo oLun ooon n.o1 o,z n.zr 0.21 n.18
0.0 0.0 [ oL nong oo oo D A R A gLnn nLon oot o0 0Ds n.14 -7 0,15 0.13

(1)
g.0 0.0 0.0 0.00 0,000 GLOd nLnn oD Do0h D, u0 0,00 pL0d NLOF DJ1E 0L0E .15 0.11 0.03
0.0 0.0 0.0 0.0 p.0on D00 0_00 nL0n nLon oLond 0,0 oo 010 nLos U.ii o0.04% 0}01 0.00
0.0 0.0 0.0 w00 I R R L O LR R L U U A [ S pL.nsS n,01 0,00 0.00 0.02
0.0 0.0 0.00 0,00 0,00 0.00 Q.00 a0l 0. 0E Q1 0.00 0.01 0.0% 0.08 0.08
0.0 0.0 0.00 U.hU .00 a.00 U.DKS@ .08 0.6G5 0.02 0.00
0.0 0.00 0.00 O.Ui .00 DQ&?. 7 o0.0% .oz 6.00 0.00 0.00 0.00
0.0 0.00 0.00 0.00 0O_p= 1 0.04% p.01 2,00 0.00 0.00 0.00 0.00 0.00 g.00
0.0 0.00 0.00 n.o0 0,00 0,00 0,00 0.00 0.00 0.00 0.00 0.00 0.00
0.0 0.00 0.00 Q.00 0.0C 0.00 0.00 “0 Q.00 Q.00 0.00 0.00 0.00 0.0
0 0.00 0.00 G.00 0,00 0.C0 .00 Q.00 .00 0.D0 £.00 Q.00 0.00 0.0 0.0 0.0 c.0 0.0
LEGEND: S = SOURCE OBSERVED CONCEN- 1800 PLUME TRAJECTORY
0 1 2 3km TRATIONS, pg/m° WITH APPLICABLE TIMES
Scale | i [ I |

Figure 5-16. Representative GEM

Validation Using Ormond Beach

with Briggs” Plume Rise.
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GEM TEST : OFMOND BEACH £-14-72  1aa 1.7-A

GAUSSIAM POINT SOURCE MODEL ELVALUATION FRAOGRANM

OPTIONS SELECTED:

DISPERSION FLUME FISE LIMITED COMPLES: MIIHG
SIGMAS MISING TEFREATH HETGHT
EPA 1976 TUIH TLURHEF HIHE FLANAF:

0.0 0.C¢ 0.0 0.0 0.0 0.0 0.n oo o

L 0.0 ] [ n.n 0. [Tl .0a o

L0 0,00

0.0 0.0 0.0 0.0 w0 0. L L K L (I B TR TR YR L A N (L N

L0 0.0a

0.0 0.0 0.0 0.0 0.0 0.0 fLy L L I R (I TR O (R LS O VO O T (I I 11

0.¢ 0.0 0.0 u.a 0,0 0N 0,0 n.u N, [ [N [ CLnn 0L 00 D00 OL00 .00 0,00
0.0 C.0 C.0 0.0 .o 0.0 [T [} [NIT] (Y ﬂ_u_ U L Y I S (O T R B 10 D00 0,00 0,0%

0.0 .0.0 0.0 (LY ‘U.ﬂ ] [ I n,n Ul I,

L A L s T ST (R I (L R (O TR B PR B 0.2
0.0 0.0 0.0 0,0 H.o 0.0 0.0 L L N I 2 I T P R I T Dol 002 0,21 0,29 0012
0.0 0.0 0.0 0.0 w0 0.0 L L N N GO0 NL0T 0L g &1 o1 o, 23
@
0.0 0.0 0.0 0.0 0.0 a0 L I R (VT (R (N LR LT R AR ColS 0,20 0.1% 0,25 6,23 0.09
0.0 0.0 0.0 0.0 0.0 w.n 0Lon Taube d, 00 oD gL 0z g,z

"-j:?“ ﬂ.itii.13 0Lz 0,00

L O Y U (IO v T Y O

0.0 0,0 0.0 D0 0.0 0,00 LI O VI Y T O Y I iAW
0.0 0.6 0.0 0.0 0000 0.0 v,0n 0 01

DLOZ D14 0027 0,26

0.0 0.0 0.0 0,00 0,00 0.00 0.0 aQN LIER” ol o (N (1] DL ST EF 0T 0,06 0,01

0.0 0.0 0.0 U.Ui 0,00 1L mﬂn1 0.0 0,00 0,00
0.0 0.0 0.00 0,7 SST N DL D00 0.0 .00 0.00 0,00 C.00

0.00 SHOE 0L L0 000 0,00 b 00 0,00 0,00 0.00 ¢.00

0.00 6.00 0.0 0,00 D00 0,00 0,00 o0 0,00 3,00 0,00 0.00 0.00 0.0

0 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.60 6.00 .00 G.00 0.0 0,0 0.0 0.0 0.0 0.0
LEGEND: 8 = SOURCE @ OBSERVED CON%EN- 1800 PLUME TRAJECTORY
0 1 2 3 km TRATIONS, Ma/m WITH APPLICABLE TIMES
Scale || 1 } ‘

Figure 5-17. Representative GEM Validation Using Ormond Beach
with TVA’s Plume Rise.
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e Due to the lack of measured wind fluctuation data (06)’
parameterized values had to be used as input to the
proposed EPA and Pasquill horizontal dispersion standard

deviation (Gy) formulations.

1f the parameterized values for o were more appropriate for
complex terrain than coastal regions, the accuracy of predictions

of surface concentrations in coastal locations would be degraded.

A rough estimate of Gaussian model precision (based on the

test data available) would be that in complex terrain and unstable
atmospheric conditions, the Gaussian models can predict the hour-
average maximum surface concentration and the downwind distance to
the maximum to within about a factor of 2. For coastal regions with
elevated inversions, the Gaussian models underpredict the three to
four-hour average maximum concentration and overpredict the down-
wind distance to the maximum. The meteorology affecting the dis-
persion of pollutants on the coast is apparently not parameterized

correctly in the current Gaussian models.

5.3.2 TIMPACT, Integrated Model for Plumes and Atmospherics

in Complex Terrain

The validation effort for the more sophisticated finite
difference grid model can be separated into the following three
categories: the validation of the wind field submodel, the vali-
dation of the code for inert (or tracer) pollutants, and the
validation of the code for reactive (photochemical) pollutants.
In spite of some reservations as to the adequacy and sufficlency
of the meteorological data collected for the purpose of validating
the wind field submodel, it was felt that a validation effort
should be undertaken because of the key importance of this sub-
model. Data collected for the Garfield tracer Test 3 and for the
ARB point source tracer program in Los Angeles were selected as
representative of complicated wind fields in complex terraln and

coastal regions.
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The approach followed for validation of the wind field models
was to compare the measured (observed) data with the model pre-
dictions as the number of specified interior wind points were re-
duced. This procedure must be used with some caution since the
measure of model accuracy is determined by the nature of the
wind field (i.e.,.highly complex eddying flow or simple stream
flow) and by which data measurements are eliminated. The results
of the Garfield data are shown in Figure 5-18 where only a single
data point was used to initialize the flow. The channeling

effects of terrain accounted for the variation in the flow field
at the other locations.

The scatter plots and data shown in Figure 5-18 indicate
that the wind field submodel can accurately treat flow in complex

terrain on a scale of 10 km for slightly unstable atmospheric
conditions.

The results of the validation tests for the Los Angeles area
are shown in Figures 5-19, 5-20, 5-21 and 5-22, The first two
figures illustrate the flow field and streamlines as a function of
the number of data points used. The locations of the data are
indicated by the shaded cells. Comparing the streamlines generat-
ed by using all stations (26) with the streamlines drawn by the
field program meteorbiogisté (ﬁigurew5;7), it is apparant that the
flow fields generated by using all stations are realistic. The
flow fields generated using half the available data stations are
also reasonable with the exception of the flow around the Palos
Verdes Peninsula for 0990 hours. Even with only 7 of the 26 sites
the major patterns of the flow field remain although some details
are filtered out. Because a neutral atmospheric stability was
used in the wind field simulation (based on available sounding
data), the channeling effects of terrain on the surface wind field

are not as pronounced as if stable atmospheric conditions had been
simulated.

y
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OBSERVED SPEED

WIND PARAMETERS
SITE LOCATION OBSERVED CALCULATED
I J SPEED | DIRECTION | SPEED DIRECTION
17 2.2 20 2.9 349
13 3.8 4 3.6 349
11 3.6 355 3.6 355
7 8 4.9 355 4.8 353
5 5 25 0 36 | 0 J

NOTE: SHADING INDICATES USE OF OBSERVED WIND VALUES
AT LOCATION 11, 8

CALCULATED SPEED

OBSERVED DIRECTION

SW -

SW S
CALCULATED DIRECTION

Figure 5-18. West Validation Test Using Garfield Test No. 3.
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OBSERVED DIRECTION

OBSERVED SPEED (M/SEC)

i g 1 g

S5 1.0 2.0 3.0
CALCULATED SPEED (M/SEC)

SPEED (CALCULATED BASED
ON 7 SITES VS. OBSERVED
AT THE OTHER 19 SITES).

&
] 1 A 1 | |

4

1 1 ]
N NW W sw s SE E NE N
CALCULATED DIRECTION

DIRECTION (CALCULATED
BASED ON 7 SITES VS.
OBSERVED AT THE OTHER
19 SITES).

Figure 5-21.
0900 Hours on 30

OBSERVED DIRECTION
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West Validation Test Using Los Angeles Data Taken at
October 1974, Comparing Calculated and Observed Data.




OBSERVED DIRECTION
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w &
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o
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>
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[7,]
m 1 . — | 8
© 07395 20 2.0 6.0 0770 20 4.0 6.0
CALCULATED SPEED (M/SEC) CALCULATED SPEED (M/SEC)
A. SPEED (CALCULATED BASED B. SPEED (CALCULATED BASED
ON 7 SITES VS. OBSERVED ON 13 SITES VS. OBSERVED
AT THE OTHER 19 SITES). AT THE OTHER 13 SITES).

OBSERVED DIRECTION

NEC— NN W SW S SE E NE N NEI{INl\IV\Il\IS\!N:SSIEIEI\IlEm
CALCULATED DIRECTION CALCULATED DIRECTION
C. DIRECTION (CALCULATED D. DIRECTION (CALCULATED
BASED ON 7 SITES VS. BASED ON 13 SITES VS.
OBSERVED AT THE OTHER OBSERVED AT THE OTHER
19 SITES). 13 SITES).

Figure 5-22. West Validation Test Using Los Angeles Data Taken at 1500 Hours
on 30 October 1974, Comparing Calculated and Observed Data.
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Inspection of the scatter plots (Figures 5-21, 5-22) reveals
that WEST correctly predicts the correct wind direction at 509 of
the sites to within one sector (22.50) and over 70% of the sites
to within two sectors (450). Since the accuracy of the observed
data (some taken at small airports) is probably plus or minus one
Or two sectors, the agreement of the WEST calculation is close to
the maximum accuracy that can be expected. The agreement between
calculated and observed wind speed is quite good for the simula-

tion of 0900 hours, considering that the accuracy of the hour-average

speed observations are probably between pPlus or minus one to two
meters per second (2 to 4 mph). The simulation for 1500 hours,
however, shows a considerable underprediction of maximum wind
speeds. A comparison of the observed data, Figure 5-7, and the
WEST calculations, Figure 5-20, indicates that the random selec-
tion of observed data used as input to the WEST model resulted

in the higher wind speed locations not being used as input. This
result illustrates the dependence of the objective analysis wind

models (such as WEST or MATHEW) to the selection of representative
input data conditions.

The approach followed for the validation of the IMPACT code
for inert (i.e., tracer) pollutants was to use available data as
input to the model and to compare the model results with the ob-
served measurements of surface concentrations. Calculations using
both the Myrup/Ranzieri and the DEPICT diffusivity models were run
in order to compare the sensitivity of the model results to the
selection of a particular diffusivity model. Since the plume rise

The results of the Garfield Test 3 are shown in Figure 5-23.
The Garfield tests used a 13 by 18 by 10 grid with a .33 km by
.33 km by 133.33 meter cell size and assumed an atmospheric sta-
bility class C with an unlimited mixing height. Under these
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conditions, the M/R diffusivity model calculates a vertical diffusion

coefficient on the order of 200 mz/sec., while the DEPICT diffusi-
vity model calculates a diffusion coefficient almost one order of
magnitude lower (i.e., on the order of 20 mz/sec.). This change
in diffusivity results in about a 30% change in the predicted sur-
face concentrations. Another run using an average vertical dif-
fusivity of 2 mz/sec. resulted in surface concentrations most
closely approximating the observed values. It is of interest to
note that for this application the use of one~-hour average winds
did not provide sufficient information to correctly predict the
surface concentrations to the left of the pPlume centerline.
Inspection of the original wind'data (one-~half hour averages) indi-
cates that the wind field was not steady state but varied signifi-
cantly; it is reasonable to assume that the meandering of the wind
field was responsible for the observed values not correctly pre-
dicted by the code using hour—averaged wind data.

The inclusion of pibal data taken during the tracer release
and/or the reduction of the vertical cell size from 133,33 meters

to 100 meters did not significantly affect the predicted surface
concentrations.

The results of the Garfield Test 7 are shown in Figure 5-24.
Notice the difference in predicted surface concentrations as a
function of inclusion of the pibal data. Since the pibal data
is instantaneous, there is a great deal of uncertainty as to how
well a particular pibal represents the mean wind field aloft. 1In
this particular case, the inclusion of the pibal data does increase
the similarity between the observed and calculated surface concen-
trations. The use of the DEPICT diffusivity model instead of the
M/R model results in an increase of predicted surface concentrations
of about 30 to 407 due to the reduced vertical diffusivity. Since
there was no independent field measurements of turbulent diffusi-
Vity, there is no way to select the correct diffusivity except by
comparison of the simulation results to the observed data, an un-
reliable method for such a complex test.
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The simulation of the Moss Landing Field Test 2 was performed
using a 13 by 18 by 7 grid with a 2 km by 2 km by 50 meter cell
size. Since a minimal amount of meteorological field data was
available, the height of the inversion was set to a constant 250
meters. An atmospheric stability class E was assigned below the
inversion and stability class F assigned in the inversion (see
Six hours were simulated using IMPACT (1100 to 1700);
the first 3 hours to initialize the concentration field and the

Figure 5-8).

final 3 hours to produce the 3-hour average surface concentration
fields shown in Figure 5-25.

The differences between the plume trajectory based on ob-
served surface concentrations and the trajectory based on wind
field created by WEST using observed wind data cannot be recon-
ciled due to the limited amount of both observed tracer concentra-
tions and wind data. However, the trajectory produced by WEST does
agree with the streamlines developed by MRI (Smith, 1975), the
meteorological consultants for the ARB Point Source Field Program.
Apparently the minimal number of wind sites is not sufficient to

correctly characterize the wind field
The difference between the calculated
DEPICT and M/R diffusivity models can

for this particular test.
concentrations using the
be best explained by the dif-

In the
DEPICT model, the variation of diffusivity from the cell below the
inversion to the cell above the inversion is about 25 m2/sec to
10 mz/sec; for the M/R model, this variation is 23 mz/sec to 0.11
mz/sec. The M/R model describes the inversion as an impermeable

ferences in the two models' treatment of the inversion.

lid, while in the DEPICT model the inversion is treated as a barrier
that still allows considerable upward diffusion. Therefore, in
the run using the DEPICT diffusivity model, a considerable amount
of the tracer is diffused into the inversion layer resulting in
lower surface concentrations. Drivas and Shair report good agree-
ment with data using a Gaussian plume model and assuming neutral
(D) stability.

not support this choice of atmospheric stability.

However, the limited amount of sounding data does
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The coarse horizontal resolution of the calculational grid
(2 km by 2 km) was partially responsible for the relatively low
values of the predicted concentrations, as compared with the
observed values. (Instantaneous tracer measurements indicate a
plume width of approximately 1 km at 10 km downwind distance.)
However, additional simulations using finer resolution were not
possible in this study.

The simulation of tracer surface concentration by IMPACT
at Ormond Beach was run with a 30 by 30 by 7 grid with each cell
1 km by 1 km by 100 meters. For each hour, all available meteoro-
logical data was used to develop the wind and diffusion fields.
The simulation was run for 5 hours; the first hour was used to
initialize the concentration distribution and the surface concen-
trations were averaged for the last 4 hours in order to compare
with measured data. (The DEPICT diffusivity model was used to de-
velop the diffusion field.) The hour-averaged plume concentration
analyzed for ground level centerline, clearly shows the rotation
of the wind fields over a period of 4 hours. The major contri-
bution to the 4-hour average occurred at hour 1600 when unstable
atmospheric conditions under the inversion brought the high con-
centrations in the plume to the surface. Thus, the contour of
the 4-hour average concentrations lies approximately along the
1600-hour plume centerline as seen in Figure 5-26. A rotation
of the simulated surface concentrations of about ten degrees
would bring the pPredicted concentrations into close agreement
with the observed values. 1In view of the uncertainty of the
accuracy of the meteorological data (see section 5.2.3), an error
of this magnitude is not unreasonable. Once again the question
of model precision cannot be adequately assessed because of the
lack of precise data.

The photochemical simulation for the Ormond Beach data base
was run on a 10 by 7 by 7 grid with each cell 2 km by 2 km by 100
meters, in order to reduce computer storage requirements. A com-

parison of the 4-hour average tracer concentration for the 1-km
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and 2-km horizontal resolution simulations is shown in Figure 5-26.
The patterns are very similar; however, the high values (>.30 ug/m3)
of the 1-km resolution simulation have been smeared out in the 2-km
resolution simulation. The maximum 4-hour average surface con-
centration for the 1-km resolution simulation was 0.34 ug/m3, while
the maximum surface concentration for the 2-km resolution was

0.25 ug/m3, a 26% decrease in maximum surface concentration. An
increase in resolution from 1 km to 1/2 km is expected to result

in less than a 10% increase in the maximum surface concentrations
due to the finite width of the plume and the rotating nature of

the wind field. IMPACT was used with a constant pollutant back-
ground everywhere outside the plume. Thus, it is possible to
simulate the impact of the Ormond Beach power plant without an ex-
tensive emissions inventory, but at a reduction in fidelity,
Photochemical reactions are only simulated in the cells impacted

by the plume; other cells remain at background concentrations.
Input pollutant background values were chosen from measurements
outside the plume. Background values selected were as follows:

NO2 = 2 pphm, NO = 1 pphm, O3 = 9 pphm, and reactive HC = 25 pphm.
The total measured hydrocarbons were 2 to 3 ppm. However, the GRC
photochemistry reaction (CHEM6) mechanism needs reactivity-weighted
hydrocarbon (with methane weighted by zero). The fraction of total
hydrocarbons which are ARB class ITI (high reactivity) is ex-
ceedingly small. Values less than 10% of total hydrocarbons are
typical, so the concentration of reactive HC was set to 25 pphm.
The calculated 4-hour averaged NO, and NO surface concentrations
are shown in Figure 5-27. Power plant emissions, air temperature,
and insolation are shown in Table 5-12. The major differences
between the calculated and measured concentrations can most likely
be attributed to other NOX §ources, pa;t?cularly traffic_along
Highway 101. The observed and predicted values show good agreement,

and the overall pattern corresponds to the SF6 tracer concentrations.
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Table 5-12. Hourly Data Used in IMPACT Photochemical
Simulation of the Ormond Beach Power Plant

POWER PLANT SOLAR
EMISSIONS (G/SEC) AIR TEMPERATURE INSOLATION
HOUR SFg NO AT SURFACE (°C) (WATTS/M?)
14 2.6 609 22 135
15 2.6 609 22 125
16 2.6 609 23 97
17 26 609 18 60

The simulation of photochemically produced ozone is perhaps
the most demanding test of the model. The NO emitted from the
power plant stack reacts with the ambient ozone producing NO,
and a marked decrease in Ozone concentrations. The ozone depression
can be easily seen in Figure 5-28, illustrating the hour-averaged
ozone concentrations for each hour. The increasingly deeper ozone
depression each hour is due to higher plume impact at the surface
and decreased insolation which retards the formation of additional
ozone,

Although ozone concentrations were not measured as part of
the field program, the calculated ozone impact can be corroborated
by measurements taken at the Camarillo Ventura Air Pollution Con-
trol District (APCD) station. The plume has a major impact at this
site only for hour 1600 as shown in Figure 5-29. The ratio of SF6
at Camarillo to maximum‘SF6 at the same radius as Camarillo can
be viewed as a measure of the proximity of the plume centerline
of Camarillo. The effect on ozone is dramatic: a reduction of
8 ppm in hour 1500 to 5 pphm in hour 1600 and back to 8 in hour
1700; or 9 pphm to 5 Pphm to 9 pphm as calculated by IMPACT. The
temporal variation of NOx at Camarillo also confirms the plume
impact in hour 1600,
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Figure 5-29. Temporal Variation of Pollutant Concentrations at the
Camarillo APCD Station in Ventura County.
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5.4 Summary of Model Precisiom, Realism and Generality

As can be seen in the previous discussions, the volume of
accurate comprehensive field data from varied locations (needed
to thoroughly evaluate point source air quality models) is mnot yet
available. This should not be taken as a discouraging view,
however, since it really means that major progress must be based
on our understanding of the underlying physical phenomena of the
transport and dispersion of air pollutants. Further field programs
should be undertaken with clear specification of the physical

phenomena being measured.

The framework to establish priorities in field programs and
model development can be seen in a review of the discussion of
precision, realism, and generality of the two models developed

for this program.

Because of limited data available for wvalidation, a precise
statement as to model accuracy (complete with confidence limits)
cannot be made. However, it is possible to state in a general way
the expected accuracy of the Gaussian and grid models. 1In Table
5-13 the model accuracy is shown as a matrix of the region types
and averaging periods of the measurement. Of the 3 x 4 matrix,
only two elements have been investigated during this study. In
complex terrain, the expected accuracy for short-term (1-hour),
maximum pollutant measurement is about a factor of 2 to 3 for the
Gaussian model and about a factor of 2 for the grid model, pro-
vided that the quality of the input data is at least as good as
that taken for the test data.

In coastal regions for medium-term (3 to 4-hour) pollutant
measurements, the Gaussian model is accurate to about a factor of
3 to 4 while the grid model is accurate to a factor of 2. Because
of the limited resolution of the coastal data, model accuracy for
a one-hour averaging time was not investigated. However, it is
expected to be worse than the accuracy for the three-hour average.
Model accuracy for longer measurement times (i.e., 24 hours, one

year) was not examined as it was beyond the scope of this study.
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Table 5-13, Summary of Model Precision.

AVERAGING
PERIOD
1-HOUR 3-HR. 24-HR. ANNUAL
REGION
FLAT OR ROLLING NOT TESTED IN THIS PROGRAM; SHOULD BE REQUIRES
MORE ACCURATE THAN THE OTHER REGIONS %%?J"Flgg-
HOWEVER USING STAR-
GEM TYPE DATA OR
FACTOR OF NOT TESTED THE USE OF
2703 IN THIS METEOROLO-
COMPLEX TERRAIN PNO%T'ESTED PROGRAM CICAL REGIME
OF ~2
IMPACT
NOT EX- GEM
AMINED IN FACTOR
THIS PRO-
COASTAL GRAM, BUT QF 3704
LIKELY TO FACTOR
BE WORSE OF 2
THAN 3-HR 4-HR AVG
AVERAGE IMPACT
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Predictions of annual average concentrations would require modifi-
cation of both types of models due to the excessive costs of data
collection and computer time that would be incurred if the existing

models were to be used hour-by-hour for a whole year.

The degree of realism of the varilous models (pollutant, trans-
port, dispersion, plume rise and chemistry) used in air quality
models varies from assumed constant values and curves derived from
field data, to complex solutions of coupled non-linear differential
equations. A summary of model realism is shown in Table 5-14 where
representative examples of the relative realism of the various sub-
models are used to estimate pollutant transports, dispersion plume
rise, and chemistry. Submodels that are included in the GEM and
IMPACT models are indicated. It is apparent that, in general, tO
increase realism means to increase the complexity and, hence, cost
of the model. Thus, while the submodels used in the grid model are
more realistic (and by inference more accurate), they are also more

expensive than the modules used in the Gaussian models.

The coincidence of model realism, accuracy, and cost indicates
that a hierarchy of models would provide the most cost-effective

method for the evaluation of point source impact.

A diagram of this hierarchical method to investigate the
impact of a point source on air quality is indicated in Figure 5-30.
In practice, the impact of a point source could involve a number
of separate pollutants, each of which could have a number of air
quality standards (i.e., maximum allowed concentrations for a speci-
fied averaging time). However, a single pollutant is assumed in
this example. Since the cost of each succeeding step 1is greater
than the previous, this type of screening practice ig very cost-
effective. It is also of interest to note that the improvement of
model accuracy at any level (i.e., decreasing the uncertainty
factor, u) would produce a considerable cost-savings since the
screening procedure could eliminate marginal cases from additional
consideration. Therefore, the incentive to increase model accuracy
for both Gaussian and grid models still exists evel though the grid

models are considerably more precise than the Gaussian models.
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The final consideration for model validation, the generality
of the model, has been partially answered by the discussion of
model precision and realism. A summary of model generality in
terms of the applicability of the model for various pollutant
averaging periods, source location, and type of pollutant is
indicated in Table 5-15. Both Gaussian and grid models can be
used for 1, 3 and 24-hour averaging times, for flat or rolling
terrain, and for inert pollutants. The Gaussian model cannot be
used for photochemical pollutants and its use is problematic for

sulfur oxide pollutants or in complex terrain or coastal regions.

Table 5-15, Summary of Model Generality.

MODEL TYPE
EVALUATION GEM IMPACT
CRITERIA
1-HOUR YES YES
TIME 3-HOUR YES YES
PERIOD 24-HR. YES YES
: REQUIRES THE DE-
ANNUAL REQUIRES MODIFICA- VELOPMENT O
TION FOR STAR DATA | METEOROLOGICAL
REGIME METHOD-
OLOGY
FLAT
OR ROLLING YES YES
REGION COMPLEX YES
FOR INITIAL EVAL-
UATION ONLY
COASTAL YES
INERT POL-
LUTANT YES YES
POLLUTANT | o FATES ONLY WITH EXPONEN- |SIMPLIFIED SO,
TYPE TIAL DECAY CONVERSION MODEL
PHOTO- NO YES
CHEMICAL
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